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Abstract

A new finite element code for the solution of the Stokes and heat transport equations is presented. It has purposely been designed to address geological flow problems in two and three dimensions at crustal and lithospheric scales. The code relies on the Marker-in-Cell technique and Lagrangian markers are used to track materials in the simulation domain which allows recording of the integrated history of deformation; their (number) density is variable and dynamically adapted. A variety of rheologies has been implemented including nonlinear thermally activated dislocation and diffusion creep and brittle (or plastic) frictional models. The code is built on the Arbitrary Lagrangian Eulerian kinematic description: the computational grid deforms vertically and allows for a true free surface while the computational domain remains of constant width in the horizontal direction. The solution to the large system of algebraic equations resulting from the finite element discretisation and linearisation of the set of coupled partial differential equations to be solved is obtained by means of the efficient parallel direct solver MUMPS whose performance is thoroughly tested, or by means of the WISMP and AGMG iterative solvers. The code accuracy is assessed by means of many geodynamically relevant benchmark experiments which highlight specific features or algorithms, e.g., the implementation of the free surface stabilisation algorithm, the (visco-)plastic rheology implementation, the temperature advection, the capacity of the code to handle large viscosity contrasts. A two-dimensional application to salt tectonics presented as case study illustrates the potential of the code to model large scale high resolution thermo-mechanically coupled free surface flows.

1 Introduction

The use of numerical modelling in geosciences has transformed our understanding of the planet Earth. The constant improvement of numerical methods, the widespread availability of geophysical data and the evolution of ever more powerful computers keep
pushing its range of applications (from crustal deformation to deep mantle convection, from surface processes to planetology). Recently, two textbooks were dedicated to this topic (Gerya, 2010a; Ismail-Zadeh and Tackley, 2010).

The computational geodynamics community has traditionally been split in the mantle convection and the crustal/lithospheric communities. This can be explained by a difference in dynamic regimes (different governing physical processes), and in terms of characteristic time and length scales. In light thereof, different codes have been custom-built to address the challenges faced by each community. As it is now clear that surface processes have a non negligible impact on deep processes (and vice versa), both communities tend to increasingly overlap in scope more and more. New codes therefore aim at bridging the time and length scale differences.

Many thermo-mechanically coupled visco-(elasto-)plastic codes have been developed in the course of the past three decades. Due to limited computational resources, two-dimensional codes first came to light. Many have been upgraded over the years, some have appeared recently. One can cite PARAVOZ (Poliakov et al., 1993a), SOPALE (Fullsack, 1995), ADELI (Hassani et al., 1997), I2ELVIS (Gerya and Yuen, 2003, 2007), SLOMO (Kaus, 2005), LAPEX2D (Babeyko et al., 2002), FANTOM (Thieulot, 2011), SULEC (Quinquis et al., 2011) and Fluidity (Davies et al., 2011) to name a few.

The vast majority of these codes has been developed by the geophysical community around the plane strain approach (vertical cross section). A noticeable exception is the plane stress approach (plan form, thin sheet) by England (1982) or Houseman and England (1993) (see also Willett and Pope, 2003, and references therein for a discussion on this approach). Plane strain approximation-based codes are not capable of modelling strain partitioning resulting from 3-D effects such as oblique convergence on a plate boundary and plane stress approximation provides a vertically integrated description of deformation and therefore cannot model the details of thrust and normal faulting.

With the increase of computational power of desktop stations and the wider availability of clusters, three-dimensional codes were developed in the mid-nineties (Braun,
1993, 1994; Braun and Beaumont, 1995; Dunbar and Sawyer, 1996). Yet, 3-D tools offering a sufficient spatial resolution as well as comparable physics as their 2-D counterparts only appeared in the late 2000’s. One can cite UNDERWORLD (Moresi et al., 2007), ELLIPSIS (O’Neill et al., 2006; Moresi et al., 2007), DOUAR (Braun et al., 2008), MILAMIN (Dabrowski et al., 2008), LAMEM (Schmeling et al., 2008), SLIM3D (Popov and Sobolev, 2008), I3ELVIS (Zhu et al., 2009), and GALE.

Some of these codes are based on the Finite Element Method, others on Finite Differences, others on FLAC and a great majority of them track materials by means of markers (“marker-in-cell” technique). Note that other methods have also been proposed, such as the Element Free Galerkin Method (Hansen, 2003), or the Discrete Element Method (Egholm, 2007; Egholm et al., 2007; Virgo et al., 2013).

Two-dimensional codes have been used (for instance) to study lithospheric extension (Huismans and Beaumont, 2003, 2007), subduction (Gerbault et al., 2009; Schmeling et al., 2008; Kaus et al., 2008; Yamato et al., 2008; Gerya, 2011), small-scale sub-lithospheric convection (van Wijk et al., 2010; Ballmer et al., 2007), underplating (Currie et al., 2007), Archean plate tectonics (Gray and Pysklywec, 2010), normal faulting (Lavier et al., 2000), burial and exhumation of ultrahigh-pressure rocks (Butler et al., 2013), wedge models of convergent orogens (Willett, 1999) or crustal scale convection (Babeyko et al., 2002).

Three-dimensional codes have been applied to the evolution of basins (Petrunin and Sobolev, 2008; Moresi et al., 2007; Allken et al., 2011, 2012), indentation problems (Thieulot et al., 2008), subduction (OzBench et al., 2008; Yamato et al., 2009; Loiselet et al., 2010; Yoshida et al., 2012; Li et al., 2013; Faccenda, 2014), crustal wedges (Braun and Yamato, 2009), oblique orogen convergence (Whipp et al., 2014), thrust wedges Ruth et al. (2014), transform faults at mid-ocean ridges (Gerya, 2010b; Choi et al., 2008; Püthe and Gerya, 2014) and have recently been coupled to absolute plate motion models (Chertova et al., 2014).

1http://www.geodynamics.org/cig/software/gale
I present here the code coined ELEFANT\textsuperscript{2} which is a general nonlinear fluid Arbitrary Lagrangian–Eulerian (ALE) code primarily designed to solve two- and three-dimensional large deformation visco-plastic flows at the lithospheric scale.

ELEFANT is a code which draws from the experience gained of co-developing DOUAR (Braun et al., 2008) and writing FANTOM (Thieulot, 2011). In a sense, ELEFANT is an attempt to square the circle: I set out to write a code that would be the most user-friendly possible (i.e. usable by students with little computational background) while retaining the capacity to be used as a research tool. In a way, MILAMIN (Dabrowski et al., 2008), while being a very different code follows a similar philosophy. Further, not only had its use to be simple, but its structure had to be readable and self-explanatory. Writing the code was therefore a balance experiment between two seemingly unreconcilable poles: on the one hand, real user-friendliness and clarity, on the other hand some level of high performance, and completeness. At a very practical level, ELEFANT had to be simple to install too, compile seamlessly with all standard fortran compilers, and had to run on a variety of machines and operating systems (at the time of writing, the code has been installed on various laptops, multi-core desktops and supercomputers). Routine names are self-explanatory (e.g. smooth_pressure, or compute_timestep) and it was purposely chosen that a certain level or redundancy in the code would be allowed for a clearer structure (in the lines of: “one routine – one task”).

The purpose of this work is two-fold: introducing the code and the implemented algorithms and techniques, as well as exposing the code to a rigorous series of relevant benchmarks.

The outline of this paper is as follows: in Sect. 2, the equations governing the physical processes are introduced; in Sect. 3, the numerical algorithms implemented in the code are presented in detail. Section 4 showcases all the benchmark experiments carried out with the code. Section 5 presents a two-dimensional application of the code to
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salt tectonics. Section 6 illustrates the performance of the solver, and finally, general conclusions on the present work are given in Sect. 7.

2 Governing equations

In what follows, the assumption is made that geological materials can be treated as fluids (with special properties) within the realm of continuum fluid mechanics (Karato, 2008).

For convenience, the notation, meaning and dimension of used quantities throughout this work are shown in Table 1. The mechanical behavior of Earth materials which compose the crust and the mantle is described by means of the following equations:

\[ \nabla \cdot \sigma + \rho g = 0 \]  
\[ \nabla \cdot \mathbf{v} = 0 \]  
\[ \sigma = -\rho \mathbf{1} + \mathbf{s} \]  
\[ \mathbf{s} = 2\mu \dot{\epsilon} \]  
\[ \dot{\epsilon} = \frac{1}{2} \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right). \]

Equation (1) is the momentum conservation equation and Eq. (2) is the mass conservation equation for incompressible fluids. One can resolve the stress tensor \( \sigma \) into its spherical part \(-\rho \mathbf{1}\) and its stress deviation \( \mathbf{s} \) (see Eq. 3), where the deviatoric stress tensor is proportional to the strain rate tensor \( \dot{\epsilon} \) (see Eq. 4) through the dynamic viscosity \( \mu \). Finally Eq. (5) relates the strain rate tensor to the velocity field.

Equations (1)–(5) all together lead to the following form of the Stokes equations:

\[ \nabla \cdot (\mu \nabla \mathbf{v}) - \nabla p + \rho g = 0 \]  
\[ \nabla \cdot \mathbf{v} = 0. \]
Equation (6) is an elliptic equation characterized by the fact that changes in buoyancy and constitutive relationships anywhere in the domain have an immediate influence on the entire domain.

Rock material properties such as density and viscosity depend on temperature. It is therefore necessary to compute the temperature field within the deforming system. One then must solve the energy or heat transport equation:

$$\rho c_p \left( \frac{\partial T}{\partial t} + \mathbf{v} \cdot \nabla T \right) = \nabla \cdot (k \nabla T) + H_r + H_s$$  

(8)

where $H_r$ is the internal heat production due to radioactive decay and $H_s$ is the heat production due to dissipative or shear heating (Schott et al., 2000; Hartz and Podlachikov, 2008; Thielmann and Kaus, 2012) given by $H_s = \sigma : \dot{\epsilon}$.

At low temperature, rocks deform by brittle failure. In the context of continuum mechanics, it is approximated by a viscous deformation following a plasticity criterion (Kachanov, 2004). Viscosity values are locally adapted to limit the stress that is generated during deformation.

These criteria usually take the form of a yield criterion $F$ that is expressed in terms of the stress tensor, the accumulated strain, and of material dependent parameters

$$F(\sigma, c, \phi, \epsilon, \ldots) = 0.$$  

(9)

At high temperature, rocks deform by creep, a non-linear form of viscous deformation that is commonly approximated by defining a stress or strain rate dependent and thermally activated viscosity. This power-law rheology is described by the following equation:

$$\dot{\epsilon} = A \sigma^n \exp \left(- \frac{Q + V_p}{RT} \right)$$  

(10)

where $\dot{\epsilon}$ is a measure of the strain rate $\dot{\epsilon}$, $\sigma$ is a measure of the flow stress, $A$ is a material constant, $n$ is the stress exponent, $Q$ is the creep activation energy, $R$ is the gas constant, and $T$ is the temperature. The creep rate is a function of the stress, temperature, and material properties.
the gas constant, \( V \) is the activation volume. \( A, n \) and \( Q \) are empirically determined material-dependent constants assumed not to vary with stress and \((\rho, T)\) conditions.

The mass density \( \rho \) varies as a function of temperature according to:

\[
\rho(T) = \rho_0 (1 - \alpha(T - T_0)) \tag{11}
\]

where \( \alpha \) is the coefficient of thermal expansion which depends on pressure (Čížková et al., 2012), and \( \rho_0 \) is the value of the density at \( T = T_0 \).

The Oberbeck–Boussinesq approximation is adopted: it consists of assuming the density of the medium constant, except that the vital buoyancy term involving \( \alpha \) is retained in the momentum equation (see Hetényi et al., 2011, for a discussion on the consequences of this approximation in the context of geodynamic models).

Physical properties of Earth materials also depend strongly on the accumulated strain, i.e. their history. Strain is therefore computed, stored and advected with the materials in the system.

A local accumulation of strain causes changes in the brittle properties of materials and it is assumed that both cohesion and angle of friction decrease linearly with strain. If \( \varepsilon \) is less than threshold value \( \varepsilon_1 \), \( \phi = \phi_0 \). For \( \varepsilon_1 < \varepsilon < \varepsilon_2 \), \( \phi(\varepsilon) \) is given by:

\[
\phi = \phi_0 + (\phi_\infty - \phi_0) \frac{\varepsilon - \varepsilon_1}{\varepsilon_2 - \varepsilon_1}. \tag{12}
\]

When \( \varepsilon \) reaches \( \varepsilon_2 \), \( \phi \) remains constant and is set to \( \phi_\infty \). The cohesion \( c \) follows a similar law, so that when fully strain-weakened the material cohesion is \( c_\infty \).

Note that viscous strain softening is also taken in account so that the material properties can also weaken with accumulated strain in the viscous regime (Huismans and Beaumont, 2003; Warren et al., 2008).

Numerical and analogue modelling have shown that surface processes are very important factors in the study of the Earth. Not only do they shape the observable geological record on Earth, but they also provide feedback to deep tectonic processes through mass transport and deposition and asymmetric weathering (Thieulot et al., 1956).
2014c). Currently, two surface processes models are implemented: a simple diffusion law (see for instance Burov and Cloetingh, 1997), and an empirical law by Montgomery and Brandon (2002).

### 3 Numerical implementation

#### 3.1 The computational domain

ELEFANT relies on a regular grid made of quadrilaterals in two-dimensions and hexahedrons in three-dimensions. The size of the elements is typically assigned at startup as being the ratio of the length in a given dimension divided by the number of elements in this same dimension. However, in the case when the user knows a priori where most of the deformation is going to occur (e.g. the deformation is seeded in a given part of the domain, or crustal deformation is to be focused on at the expense of the mantle), the user can stretch the grid by either using pre-defined functions or implementing his own.

This is illustrated for instance in Fig. 1 where the grid has been stretched so that a higher resolution is achieved at towards the center of the domain. The stretching is controlled by a simple function which is either selected from the provided ones in the code or written by the user. This approach has of course its limitation since elements with too high an aspect ratio are sources of numerical error. Nevertheless, it allows for a substantial gain of performance compared to a regular grid which would have the same uniform element size as the smallest element of the stretched grid.

#### 3.2 The penalty formulation

In order to impose the incompressibility constraint, two widely used procedures are available, namely the Lagrange multiplier method and the penalty method (Bathe, 1982; Hughes, 2000). The latter is implemented in ELEFANT, which allows for the elim-
ination of the pressure variable from the momentum equation (resulting in a reduction of the matrix size).

Mathematical details on the origin and validity of the penalty approach applied to the Stokes problem can for instance be found in Cuvelier et al. (1986), Reddy (1982) or Gunzburger (1989).

The penalty formulation of the mass conservation equation is based on a relaxation of the incompressibility constraint and writes

$$\nabla \cdot \mathbf{v} + \frac{\rho}{\lambda} = 0$$  \hspace{1cm} (13)

where $\lambda$ is the penalty parameter, that can be interpreted (and has the same dimension) as a bulk viscosity. It is equivalent to say that the material is weakly compressible. It can be shown that if one chooses $\lambda$ to be a sufficiently large number, the continuity equation $\nabla \cdot \mathbf{v} = 0$ will be approximately satisfied in the finite element solution. The value of $\lambda$ is often recommended to be 6 to 7 orders of magnitude larger than the shear viscosity (Donea and Huerta, 2003; Hughes et al., 1979).

Equation (13) can be used to eliminate the pressure in Eq. (6) so that the mass and momentum conservation equations fuse to become:

$$\nabla \cdot (\mu \nabla \mathbf{v}) + \lambda \nabla (\nabla \cdot \mathbf{v}) + \rho \mathbf{g} = 0.$$  \hspace{1cm} (14)

Malkus and Hughes (1978) have established the equivalence for incompressible problems between the reduced integration of the penalty term and a mixed Finite Element approach if the pressure nodes coincide with the integration points of the reduced rule.

In the end, the elimination of the pressure unknown in the Stokes equations replaces the original saddle-point Stokes problem (Benzi et al., 2005) by an elliptical problem, which leads to a symmetric positive definite (SPD) FEM matrix. This is the major benefit of the penalized approach over the full indefinite solver with the velocity-pressure variables. Indeed, the SPD character of the matrix lends itself to efficient solving straeg-
gies and is less memory-demanding since it is sufficient to store only the upper half of the matrix including the diagonal (Golub and van Loan, 2013).

### 3.3 Iterative solution technique

The implemented method is related to artificial compressibility methods which themselves go back to Chorin (1967) (see Glowinski, 2003, for a mathematically rigorous overview of such techniques applied to viscous incompressible flows). The penalised system is solved by means of the following iterative method (see Sect. 8.1 of Benzi et al., 2005) which is related to the so-called Uzawa method.

Briefly, the iterative algorithm is given as follows:

1. Choose $p_0$ as an arbitrary initial pressure.

2. Let $k$ be the iteration number. Then solve for $k \geq 1$ the following problem

\[
\nabla \cdot (\mu \nabla v^k) + \lambda \nabla (\nabla \cdot v^k) + \rho g = -\nabla p^{k-1}.
\]  

(15)

3. Correct the pressure approximation with (new descent direction)

\[
p^k = p^{k-1} + \lambda \nabla \cdot v^k.
\]  

(16)

4. Repeat steps 2 and 3 until the divergence of the velocity is sufficiently small.

It is then obvious that the traditional penalty method corresponds to the case where $p_0$ is zero and steps 2 and 3 are performed only once. Note that a pressure gradient term is now present on the right hand side which is absent in the penalty method. Starting from a code using the penalty method, these similarities make the implementation of this method rather trivial: all the terms appearing in step 2 are already available in any penalty formulation, except for the pressure gradient term which is usually recovered once the velocity is obtained.
The strength of this method lies in its ability to produce a divergence-free velocity field even for very poorly conditioned problems such as flows where fluid properties vary by several orders of magnitude. It was shown to perform consistently better than the penalty based formulation (see Sect. 4.4).

As observed by Dabrowski et al. (2008), it was found beneficial in the presence of large viscosity variations to relate the penalty factor to the elemental viscosity to improve the condition number of the global matrix. In this case, a dimensionless coefficient $\lambda^*$ is used so that the value of $\lambda$ in a given element $e$ is given by $\lambda(e) = \lambda^* \mu_{\text{eff}}(e)$ where $\mu_{\text{eff}}(e)$ is the effective viscosity in the element (see Sect. 3.13).

### 3.4 Finite element formulation

Introduced in the late 1950s, the finite element method (FEM) has emerged as one of the most powerful numerical methods so far devised (Hughes, 2000; Zienkiewicz and Taylor, 2002).

The physical domain $\Omega$ is broken up into elements, and a set of finite element basis functions is defined for each element so that functional representations of the independent variables can be constructed.

Quadrilateral/hexahedral $Q_1 P_0$ elements (bi/tri-linear velocity, piecewise constant pressure) are used in ELEFANT. Despite the fact that they violate the Ladyzhenskaya, Babouska and Brezzi (LBB) stability condition (Donea and Huerta, 2003), they remain a popular practical choice in mixed finite element approximation of incompressible materials.

This popularity can be explained by factors such as local mass conservation and simple and uniform data structures, algebraic problems with manageable sizes and small bandwidths of the resulting matrix.

The theory and implementation of the Finite Element method applied to viscous incompressible flows has been rigorously exposed in Donea and Huerta (2003), Gunzburger (1989) or Glowinski (2003) and the theory and implementation of the heat
transport equation is to be found in Lewis et al. (2004). The FEM formulation of Eqs. (14) and (8) is presented succinctly in Appendix A.

Even though Eqs. (14) and (8) are coupled through the viscosity and density dependence on temperature and/or velocity, these equations are traditionally not solved in a coupled manner. The obtention of a new set of variables \( (\mathbf{v}, p, T) \) at a given time is the product of a three-stage process:

1. solve for velocity field
2. recover pressure field from velocity field
3. solve for temperature.

Note that steps 1 and 2 may need to be iterated out due to the nonlinear character of the equations to be solved (so called outer iterations).

The finite element discretisation of Eq. (15) yields the following matrix system:

\[
\mathbf{K} \cdot \mathbf{V} = \mathbf{G}
\]

(17)

where \( \mathbf{K} \) is a large sparse SPD matrix, \( \mathbf{V} \) is the vector of unknowns (the velocity degrees of freedom) and \( \mathbf{G} \) is the right hand side containing the buoyancy and correcive pressure gradient terms.

In order to reduce the condition number of the matrix \( \mathbf{K} \), the system is conditioned by means of a diagonal matrix \( \mathbf{P} = (\text{diag}(\mathbf{K}))^{-1/2} \) (Komzsik and Poschmann, 1993; Wathen and Silvester, 1993) so that the following system is in fact solved:

\[
\mathbf{K}' \cdot \mathbf{V}' = \mathbf{G}'
\]

(18)

with \( \mathbf{K}' = \mathbf{PKP}, \mathbf{V}' = \mathbf{P}^{-1} \cdot \mathbf{V} \) and \( \mathbf{G}' = \mathbf{P} \cdot \mathbf{G} \). This simple approach allows for a substantial reduction in iterations within the linear solver, effectively decreases the condition number (measured by means of the DSYEVD\(^3\) routine provided by LAPACK) and has the

\(^3\)http://www.netlib.org/lapack/lapack-3.1.1/html/dsyevd.f.html
added advantage of scaling down the coefficients of the matrix towards values close to one which decreases round-off errors. Note that this simple preconditioner was found to be remarkably efficient in the case a Conjugate Gradients method is used (Pini and Gambolati, 1991).

### 3.5 Boundary conditions

Boundary conditions on the domain boundaries can be

- no-slip (no flow at the boundary);
- free slip (impermeable but tangential flow allowed);
- open to some form of through-flow;
- user defined in- and outflow;
- periodic.

Free slip is the most commonly used boundary condition while prescribed in- and outflow are also common (Ellis et al., 2011; Leng and Gurnis, 2011; Jammes and Huismans, 2012).

So-called open boundaries, for which the horizontal in- and outflow are defined by a fully internally developed flow, have hardly been used in the published geodynamical modeling literature, with the noticeable following exceptions: Quinteros et al. (2010), Chertova et al. (2012, 2014) and Ismail-Zadeh et al. (2013). The hydrostatic pressure condition is prescribed on the boundary and thereby prevents the model from collapsing while the horizontal in- and outflow is free. Note that pressure boundary conditions for incompressible flows are studied by Gresho and Sani (1987).

Among the range of boundary conditions used, open boundaries may fit best to real-mantle flow conditions surrounding subduction zones, and lead to more consistent model results (especially when the computational domain aspect ratio is changed) than prescribed in/outflow boundary conditions (Chertova et al., 2012).
Figure 2 shows the simple case of a Stokes sphere simulation with and without open boundary conditions on the side walls. In the case of free slip the flow is parallel to the walls while in the case of open boundaries the velocity field is almost perpendicular to the sides and shows an in- and outflow, consequence of the internal flow dynamics.

Another type of (stress) boundary conditions commonly used in the literature concerns the bottom of the domain (see Sect. 7.4 of Gerya, 2010a and references therein or Brune and Autin, 2013). It is a hydrostatic boundary condition where a normal stress (equal to the hydrostatic pressure at the bottom boundary) and zero shear stress is applied. Similarly to the open boundary conditions, it allows for an in- and out-flow through the boundary based on the internal dynamics of the model. Figure 3 illustrates how this boundary condition works.

### 3.6 Linearisation and convergence

In the case of Newtonian fluid flow, a few iterations are normally required to bring the system to convergence and obtain a truly incompressible flow with the implemented iterative scheme (the number depends strongly on the value of the penalty parameter).

While for Newtonian materials the viscosity $\mu$ in Eq. (6) is the dynamic viscosity of these materials, for non-Newtonian materials it is an effective viscosity $\mu_{\text{eff}}$ which depends on the velocity field (through the strain rate and the pressure) and on temperature. This makes Eq. (14) a strongly nonlinear equation. Following Appendix F of Thieulot (2011), nonlinear Picard-type iterations are carried out until convergence of the computed fields.

The stopping criterion for the iteration process is based on three metrics: the first one is very similar to the one in Thieulot (2011) but has been expanded. Let us consider a scalar field $f$, which can represent nodal values such as the velocity components and the temperature or elemental values such as pressure or strain rate. The normalised correlation of the field between two consecutive nonlinear iterations $i$ and $i + 1$ is given
where the means $<f^i>$, $<f^{i+1}>$, and the variances $\sigma^i$, $\sigma^{i+1}$ of the signals $f^i$ and $f^{i+1}$ are computed.

Since the correlation is normalised, it takes values between 0 (very different fields) and 1 (identical fields). The following convergence criterion, formulated in terms of the variable $\chi_f = 1 - R^{i,i+1}_f$ has been implemented: convergence is reached when

$$\chi_f < tol_f.$$  \hspace{1cm} (20)

The value of $tol_f$ for each field $f$ is set by default to $10^{-6}$.

The second metric is based on the residual of the linear system. The residual at iteration $i$ is given by

$$r^i = |K^{i-1} \cdot V^i - G^{i-1}|$$  \hspace{1cm} (21)

where the matrix $K^{i-1}$ and the right hand side $G^{i-1}$ have been computed using the fields obtained at the previous $i - 1$ iteration. It can be normalised by the norm of the right hand side $G$, so that it takes value 1 at startup and decreases towards zero when the solution is converged. The criterion then reads:

$$\frac{r^i}{|G|} < tol_r.$$  \hspace{1cm} (22)

The third metric is based on the velocity divergence and is used in Dabrowski et al. (2008) and Schmalholz et al. (2008). This criterion simply checks that the velocity divergence (normalised by the background strain rate $\dot{\epsilon}_{\text{ref}}$) is less than a given value $tol_d$:
\[
\max |\nabla \cdot \mathbf{v}| < t \dot{\varepsilon}_{\text{ref}} \tag{23}
\]

Convergence is reached when all three here above criteria are true. The stringency of the convergence criterion is determined by the choice of the \(t_0\) parameters for the \(f\) fields, \(t_l\), and \(t_0\). Depending on the nonlinear character of the flow, these values can be adjusted, albeit with care since poor convergence will lead to error accumulation over time.

Note that a cap can be set by the user on the maximal number of nonlinear iterations that the code can carry out for a given time step so that it does not stall in the case that the above criterion is never met.

### 3.7 Time stepping

The chosen time step \(dt\) used for time integration is chosen to comply with the Courant–Friedrichs–Lewy condition (Anderson, 1995):

\[
dt = C \min \left( \frac{h}{|v|_{\infty}}, \frac{h^2}{k} \right) \tag{24}
\]

where \(h\) is a measure of the smallest element size, \(\kappa = k/\rho c_p\) is the thermal diffusivity and \(C\) is the Courant number chosen in \([0, 1]\).

### 3.8 The ALE algorithm

Crustal and lithospheric numerical simulations are characterised by the presence of a free surface at the top of the domain. There are several ways to deal with this open boundary.

One is called “Eulerian” and implies that the materials flow through a fixed computational grid. This requires the fluid above the free surface (i.e. the air) to be included in the model.
Another is coined “Lagrangian” and means that the grid deforms with the flow, which in the case of large strains can lead to a very distorted mesh (and even inverted elements) unsuited for accurate computations. Remeshing is then necessary but this procedure introduces interpolation errors and can be very costly (especially in 3-D).

ELEFANT implements the so-called Arbitrary Lagrangian–Eulerian method (Donea et al., 2004) which has been widely used in the numerical geodynamics community. The key idea resides in the use of a computational mesh which can move and deform with a velocity independent of the velocity carried by the material particles. Concretely, the lateral extent of the box remains constant, while the grid adapts vertically to span the domain elevation dynamically produced by the flow. The technique and the associated interpolation algorithms used in ELEFANT are identical to those described in detail in Thieulot (2011).

3.9 Markers advection

The computational grid is underlain by a cloud of markers. Apart from its position in space and its integer coordinates in the FE grid, each marker carries two fields: the type of material it tracks, and the accumulated strain $\epsilon$. At start-up, $n^e$ points are placed in each element $e$ (either regularly or randomly distributed). Once a new solution (converged velocity field) has been obtained, the finite element shape functions can be used to interpolate the velocity field on each marker, which is then advected.

The simplest approach is a first-order scheme which consists of two steps:

1. Interpolate velocity on marker $M$ at location $\mathbf{x}_M$.

2. Advect the marker and compute its new position by

$$\mathbf{x}_M(t + \delta t) = \mathbf{x}_M(t) + \mathbf{v}(\mathbf{x}_M, t) \delta t.$$  \hspace{1cm} (25)

This algorithm can also be called a first-order Runge–Kutta algorithm. Runge–Kutta algorithms are an important family of implicit and explicit iterative methods for the approximation of solutions of ordinary differential equations developed around 1900 by 1966
the German mathematicians C. Runge and M.W. Kutta (Hoffman, 1992). Chapter 8 of Gerya (2010a) presents a nice overview of advection schemes and related issues in the context of the Marker-in-Cell technique.

The first-order scheme is very appealing due to its simplicity but it is not very accurate. Higher-order schemes are more accurate but introduce more calculations (intermediary advection steps). A few of them have therefore been implemented in ELEFANT:

- Runge–Kutta 1st, 2nd, 3rd, 4th order,
- Dormand–Prince 5th order (Prince and Dormand, 1981; Dormand and Prince, 1986). This method is currently the default method in MATLAB and GNU Octave's ode45 solver,
- Fehlberg 7th order (Fehlberg, 1985) which is frequently used in all high precision computations.

The implementation of these methods was tested by means of the classical Zalesak disk test (Zalesak, 1979) which is also found in many articles such as Battaglia et al. (2008), Pietro et al. (2006) or Sussman and Puckett (2000).

The setup of this experiment is shown in Fig. 4a and the velocity field anywhere in the domain is prescribed as follows:

\[ u(x, y) = 2\pi(y - L/2) \]
\[ v(x, y) = -2\pi(x - L/2). \] (26)

After a \(2\pi\) rotation, markers should be back to their initial location, and it is logically observed that the position error decreases with the order of the employed Runge–Kutta scheme. However, while higher order methods prove to be more accurate, their additional costs become prohibitive compared to the gain in accuracy, so that the standard 4th-order Runge–Kutta constitutes the default method in ELEFANT.
3.10 Markers and population control

Once the advection process is completed, the points which have been advected outside of the computational domain are removed, and the number of cloud points \( n^e \) is again computed in each element. This number is then checked against two user-defined limits: \( n^e_{\text{min}} \) and \( n^e_{\text{max}} \).

If \( n^e < n^e_{\text{min}} \), the nature of the flow has led to a situation where the local density of cloud points is below the threshold \( n^e_{\text{min}} \). In this case, \( n^e_{\text{min}} - n^e \) points need to be injected. Each injection is performed by randomly injecting a given number of test points inside the element among which only one is kept (this selection is based on a maximisation of the distance between the new one and the preexisting points). This approach, also used in DOUAR (Braun et al., 2008), represents an alternative to the splitting approach of Moresi et al. (2003).

If \( n^e > n^e_{\text{max}} \), the local density of cloud points has become too high. Keeping overnumerous points in the system ultimately leads to excessive memory usage, and slows the routines handling the cloud. Therefore \( n^e - n^e_{\text{max}} \) points are removed. As in the injection case, removal of points is performed in connection with the local density of points within the element.

3.11 Marker projection

At a given time, every element \( e \) contains \( n^e \) markers. During the FE matrix building process, viscosity and density values are needed at the quadrature points. One therefore needs to project the values carried by the markers at these locations. Several approaches are currently in use in the community and the topic has been investigated by Deubelbeiss and Kaus (2008) and Duretz et al. (2011) for instance.

ELEFANT adopts a simple approach: viscosity and density are considered to be elemental values, i.e. all the markers within a given element contribute to assign a unique constant density and viscosity value to the element by means of an averaging scheme.
While it is common in the literature to treat the so-called arithmetic, geometric and harmonic means as separate averagings, I hereby wish to introduce the notion of generalised mean, which is a family of functions for aggregating sets of numbers that include as special cases the arithmetic, geometric and harmonic means.

If $p$ is a non-zero real number, we can define the generalised mean (or power mean) with exponent $p$ of the positive real numbers $a_1, \ldots, a_n$ as:

$$M_p(a_1, \ldots, a_n) = \left( \frac{1}{n} \sum_{i=1}^{n} a_i^p \right)^{1/p} \quad (27)$$

and it is trivial to verify that we then have the special cases:

$$M_{-\infty} = \lim_{p \to -\infty} M_p = \min(a_1, \ldots, a_n) \quad \text{(minimum)} \quad (28)$$

$$M_{-1} = \frac{1}{\frac{1}{a_1} + \frac{1}{a_2} + \cdots + \frac{1}{a_n}} \quad \text{(harm. avrg.)} \quad (29)$$

$$M_0 = \lim_{p \to 0} M_p = \left( \prod_{i=1}^{n} a_i \right)^{1/n} \quad \text{(geom. avrg.)} \quad (30)$$

$$M_1 = \frac{1}{n} \sum_{i=1}^{n} a_i \quad \text{(arithm. avrg.)} \quad (31)$$

$$M_2 = \sqrt{\frac{1}{n} \sum_{i=1}^{n} a_i^2} \quad \text{(root mean square)} \quad (32)$$

$$M_{+\infty} = \lim_{p \to +\infty} M_p = \max(a_1, \ldots, a_n) \quad \text{(maximum)} \quad (33)$$

Note that the proofs of the limit convergence are given in Bullen (2003).

An interesting property of the generalised mean is as follows: for two real values $p$ and $q$, if $p < q$ then $M_p \leq M_q$. This property has for instance been illustrated in Fig. 20 of Schmeling et al. (2008).
One can then for instance look at the generalised mean of a randomly generated set of 1000 viscosity values within $10^{18}$ Pa s and $10^{23}$ Pa s for $-5 \leq p \leq 5$. Results are shown in Fig. 5 and the arithmetic, geometric and harmonic values are indicated too. The function $M_p$ assumes an arctangent-like shape: very low values of $p$ will ultimately yield the minimum viscosity in the array while very high values will yield its maximum. In between, the transition is smooth and occurs essentially for $|p| \leq 5$.

The default projections for density and viscosity in the code are respectively arithmetic and geometric.

### 3.12 Solver and assembly process

Large-scale high-resolution finite element computations generate large sets of coupled algebraic equations. Solving this system, if naively implemented, can prove to be unrealistically time- and cpu-consuming so that an external solver needs to be coupled to the code.

In principle, the solution to these equations can either be obtained using an iterative/multigrid solver or a direct solver. A succinct overview of the pros and cons of direct solvers is given by Braun et al. (2008) and comparative properties, ease of use and performance studies across sparse direct symmetric solvers have been studied by Scott and Hu (2005) and Gould et al. (2005).

If one uses a penalty parameter many orders of magnitude larger than the dynamic viscosity, convergence of the nonlinear/outer iterations is expected to be fast and will bring the velocity divergence to computer precision values (see Sect. 4.4). This is indeed observed with direct solvers. However, such ill-conditioned systems will have iterative solvers fail unless dedicated appropriate preconditioners are implemented (Moresi and Solomatov, 1995; Chen and Phoon, 2009; May and Moresi, 2008; Schöberl, 1999; Geenen et al., 2009).

At the time of writing four solvers are coupled with ELEFANT: the direct solver MUMPS, the iterative solver library SPLIB, the Krylov subspace iterative solver WISMP and the algebraic multigrid solver AGMG.
Note that since ELEFANT uses a regular grid, the connectivity of the grid nodes is fixed, and solver(s)-related arrays can be allocated once and for all at the beginning of the run. The code standardly builds both FEM matrices in Compressed Row Storage (CSR) format. The prominence of this format among available solver libraries makes the code easy to be coupled to virtually any solver.

### 3.12.1 Direct solver

While FANTOM relied on WSMP\(^4\) (Gupta et al., 2009; Gupta, 2000), and PARDISO\(^5\) (Schenk et al., 2007, 2008), ELEFANT relies on MUMPS\(^6\) (Amestoy et al., 2001, 2006). All these solvers implement algorithms for efficiently solving large systems of linear equations whose coefficient matrices are sparse and they can be used as serial solvers, or as scalable parallel solvers in a message-passing environment.

In the context of ELEFANT, MUMPS was chosen for several reasons: (a) it is simple to obtain and to install on any machine; (b) it is Fortran based; (c) it is public domain; (d) aside from a standard so-called coordinate matrix format, it is the only one which offers to carry out the assembly of the FEM matrix from the elemental matrices (Thieulot and L'Excellent, 2014). This last feature enables a very compact and clean implementation, albeit slightly more expensive in memory compared to the fully assembled case. Both formats and their associated performances are tested in Sect. 6.

Also, note that the METIS\(^7\) ordering library should be linked with MUMPS for maximal performance.

### 3.12.2 Iterative solvers

Several iterative solvers are currently coupled with ELEFANT:

\(^4\)http://www-users.cs.umn.edu/~agupta/wsmp.html
\(^5\)http://www.pardiso-project.org/
\(^6\)http://graal.ens-lyon.fr/MUMPS/
\(^7\)http://glaros.dtc.umn.edu/gkhome/metis/metis/overview
Released in the second half of the 90’s, SPLIB (Bramley and Wang, 1995) is a library of sparse iterative solvers, with preconditioners, for rapid prototyping of solvers for nonsymmetric linear systems. It was developed with the intent that it be useful for comparing iterative methods and preconditioners in a uniformly coded implementation. It is freely available\(^8\) and is written in portable Fortran77.

The code is heavily instrumented to provide information about the convergence history, memory usage, and CPU time used. SPLIB implements thirteen iterative solvers (CG-like methods, GMRES, Jacobi, Gauss-Seidel, Successive Over-Relaxation ...) and seven preconditioning methods (ILU-like methods, Symmetric Successive Over-Relaxation, ...). All of the preconditioners are parameterised, providing a rich variety of preconditioning strategies.

SPLIB uses the Compressed Sparse Row format (CSR) for the matrix but unfortunately cannot exploit the (potential) symmetry of the matrix. Further, it is performing sequentially only but due to its use of the CSR format it can nevertheless handle large matrices of several hundreds of thousands of degrees of freedom.

SPLIB is essentially used for small tests and prototyping.

\[\text{AGMG}\]\(^9\) is an algebraic multigrid solver (Notay, 2010, 2012; Napov and Notay, 2012) is the default solver for the heat transport equation in ELEFANT.

AGMG is purely algebraic; that is, no information has to be supplied besides the system matrix and the right-hand-side. Both a sequential and a parallel FORTRAN 90 implementations are provided, as well as an interface allowing to use the software as a Matlab function. AGMG is available at no cost for academic research and teaching.

At the time of writing, no domain decomposition algorithm is implemented in ELEFANT so that the matrix building process is entirely sequential. Consequently,

\[^8\]http://wotug.org/parallel/nhse/rib/repositories/hpc-netlib/catalog/Asset/splib.html

\[^9\]http://homepages.ulb.ac.be/~ynotay/AGMG
the parallel capabilities of AGMG are not investigated (these are however doc-
dumented elsewhere\textsuperscript{10}).

\begin{itemize}
  \item WISMP is part of the Watson Sparse Matrix Package, WSMP\textsuperscript{11} (Gupta, 2007) which is a high-performance, robust, and easy to use software package for solving large sparse systems of linear equations. WSMP is comprised of three parts. Part I uses direct factorization for solving symmetric systems without numerical pivoting. Part II sparse LU factorization with pivoting for numerical stability to solve general systems. Part III deals with the iterative solution of sparse systems of linear equations and is coined WISMP in what follows.

WISMP can work either on a single CPU or on multiple CPUs with a shared address space (current efforts include distributed memory implementation). This package can be used for solving sparse linear systems using preconditioned Krylov subspace methods (CG, GMRES, TFQMR, BiCGStab), for performing sparse matrix-vector multiplication, and for generating and solving with respect to incomplete factorization based preconditioners.

WISMP currently supports Jacobi (diagonal), Gauss–Siedel (SSOR with relaxation $\omega = 1$), and Incomplete Cholesky/\textit{LDL}^T preconditioners for symmetric positive definite and mildly indefinite (with very few negative eigenvalues) matrices. It supports Jacobi, Gauss–Siedel, and Incomplete LU factorization based preconditioners for general matrices.

Note that this is a commercial software that can be downloaded and tried freely for evaluation and benchmarking.
\end{itemize}

\textsuperscript{10}http://homepages.ulb.ac.be/~ynotay/AGMG/numcompsolv.pdf
\textsuperscript{11}www.research.ibm.com/projects/wsmp
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3.13 Implementation of nonlinear rheologies

Earth materials are parameterised in the code by a visco-plastic rheology. Which of the plastic or viscous branch is used to compute the effective viscosity at the location of a given marker is a function of the local pressure, temperature, and strain rate fields.

The viscous branch is itself a blend of diffusion and dislocation creep mechanisms and the effective viscosity is then given by

\[
\mu_{\text{eff}} = \frac{1}{2} \left( \frac{d^p}{A C_{\text{OH}}^n} \right)^{1/n} E_2^{\frac{1-n}{2n}} \exp \left( \frac{Q + pV}{nRT} \right) 
\]

(34)

where \( E_2' \) is the second invariant of the deviatoric strain rate tensor \( \dot{\epsilon} \), \( A \) is a material constant, \( n \) is the power law stress exponent, \( d \) the grain size, \( p \) the grain size exponent, \( C_{\text{OH}} \) the water content, \( r \) the water content exponent, \( Q \) the activations energy, \( V \) the activation volume and \( R \) the molar gas constant.

In the case of diffusion creep, \( p > 0 \) and \( n = 1 \) while in the case of dislocation creep \( p = 0 \) and \( n > 1 \).

Note that since \( A \) is usually measured experimentally using uni-axial stress conditions it has to be converted to invariants that are independent of the coordinate system by multiplying it by \( 3^{(n+1)/2} / 2 \) (Ranalli, 1995).

Numerically, an effective value for each mechanism is computed and the two are averaged in a composite viscosity as follows:

\[
\mu_{\text{eff}}^\text{comp} = \left( \frac{1}{\mu_{\text{eff}}^\text{disl}} + \frac{1}{\mu_{\text{eff}}^\text{diff}} \right)^{-1} 
\]

(35)

The code contains a database of various materials, such as wet and dry quartz, wet and dry olivine, diabase, salt, ...

In the case of the plastic branch, the implemented method is an alternative to the radial return method proposed in many textbooks (Zienkiewicz and Taylor, 2002; Owen 1974).
and Hinton, 1980); instead of computing the normal to the yield surface in the principal stress space, and projecting any predicted stress state outside the surface onto this surface along the normal, one simply rescales the viscosity so that the point falls back on the surface.

Practically, during the FE matrix building process, the yield function $F$ is computed in each element and for every marker, using the velocity solution obtained from the previous iteration:

$$F = \sqrt{J'_2 - \sigma_p(p, \dot{\epsilon}, \epsilon)} = 2\mu\sqrt{E'_2} - \sigma_p(p, \dot{\epsilon}, \epsilon)$$

(36)

where $J'_2$ is the second invariant of the deviatoric stress and $\sigma_p$ is the yield value (which can depend on pressure, strain rate and accumulated strain).

If $F > 0$ then the point under consideration is outside the yield surface, and rescaling the viscosity to

$$\mu_{\text{eff}} = \frac{\sigma_p(p, \dot{\epsilon}, \epsilon)}{2\sqrt{E'_2}}$$

(37)

insures that the nonlinear (plastic) relationship between strain rate and stress is respected. This method is commonly referred to as the Viscosity Rescaling Method (VRM) (Kachanov, 2004; Willett, 1992).

As the yield criterion should be independent of the orientation of the coordinate system employed, it is only a function of the stress tensor invariants: $J_1$, $J'_2$, and $J'_3$. The two plasticity failure criteria (Mohr–Coulomb and Drucker–Prager) and their implementation are given in Appendix B of Thieulot (2011).

The code distinguishes between three rheologies: viscous, (rigid-)plastic and visco-plastic. In the first case, the viscosity $\mu$ used in Eq. (14) is the average elemental viscosity (see Sect. 3.11).

If the element is rigid-plastic, the yield $\sigma_p$ is computed, and the viscosity is obtained through Eq. (37). In the regions where the fluid behaviour is rigid, the strain rate mea-
sure \( \sqrt{E_2'} \) is small and therefore predicts a high value of \( \mu_{\text{eff}} \). Likewise, in regions where the deformation is localised, \( \sqrt{E_2'} \) is large and the resulting effective viscosity is low. Ultimately this leads to an untractable stiffness matrix due to its poor conditioning. In order to alleviate this problem, two user-defined viscosity values \( \mu_{\text{min}} \) and \( \mu_{\text{max}} \) are used to enforce

\[
\mu_{\text{min}} \leq \mu_{\text{eff}} \leq \mu_{\text{max}} . \tag{38}
\]

The lower bound is chosen as being the value predicted by Eq. (37) in the (hypothetical) case where all the deformation would be concentrated on a shear zone of one element width. The higher bound is obtained in a similar manner, assuming that the system is in pure shear (no localisation). Since the width of an element varies with the used computational grid, these values have to be calculated for every simulation.

Note that the value of \( \mu_{\text{max}} \) is bounded by the value of the incompressibility parameter \( \lambda \) (bulk viscosity), so that ultimately the following relationship has to hold:

\[
\mu_{\text{min}} \leq \mu_{\text{eff}} \leq \mu_{\text{max}} < \lambda . \tag{39}
\]

### 3.14 Material memory

It is now accepted that the realistic generation of plates in convection simulations requires some sort of strain or strain rate-weakening mechanism (e.g. Tackley, 1998), and as briefly summarized by Huismans and Beaumont (2003), frictional-plastic faults and brittle shear zones may be weakened by high transient or static fluid pressures or by gouge formation or mineral transformation, which is approximated by strain weakening. 

Strain is therefore accumulated on the markers over time. Considering the \( i \)-th marker, the second invariant \( E_2'(t) \) of the deviatoric strain rate tensor \( \dot{\epsilon}(t) \) is computed at the point location by means of the spatial derivatives of the finite element shape functions. Let \( \epsilon(t) \) be the accumulated strain on a given marker at time \( t \). The accumulated
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strain on this marker at time \( t + dt \) is then computed as follows:

\[
\epsilon(t + dt) = \epsilon(t) + \sqrt{E'(t)} \, dt \tag{40}
\]

This strain value can then be used to strain-weaken the plastic parameters (decreasing the cohesion and/or angle of friction) or the composite viscosity of the creep models.

### 3.15 Free surface stabilisation

Typical densities of rocks are \( \sim 3000 \text{ kg m}^{-3} \), whereas typical density differences between the lithosphere and mantle, which drive lithospheric-scale processes, range between a few \( O(10^1) \) to \( O(10^2) \) kg m\(^{-3} \), i.e. the driving force from the topography of the lithosphere–mantle interface is thus up to a few hundred times smaller than that of the air–lithosphere interface (Kaus et al., 2010).

Since the stress \( \sigma \) is proportional to \( A \Delta \rho g \) (where \( A \) is the amplitude of the topography), one can conclude that changing \( A \) by 1 m at the free surface induces stresses that are up to a hundred times larger than those caused by moving the bottom of the lithosphere by 1 m. It has been observed that using too large a time step results in a system out of isostatic equilibrium with respect to the rest of the model and yields a fast growing numerical instability.

This instability is commonly suppressed by using extremely small time steps and/or a larger value for mantle viscosity, but a more robust solution has been presented in detail in Kaus et al. (2010) and succinctly in Quinquis et al. (2011). In its simplest form, it consists of the addition of a simple extra term to the FEM matrix which takes into account the incremental change in normal forces across density interfaces during each time step:

\[
F_y = \Delta \rho \, g_y \, dt \, v \tag{41}
\]

where \( F_y \) is the extra vertical force term across the interface and \( \Delta \rho \) is the change in density across the interface and \( v \) is the vertical velocity of the interface.
I have carried out the Rayleigh–Taylor instability experiment described in Kaus et al. (2010) where a dense fluid overlays another fluid in a square domain with their initial interface being of sinusoidal shape.

When the time step $\delta t$ is small, the simulation evolves smoothly (Fig. 6a), but too large a time step leads to a sloshing instability, also called “drunken sailor effect” in the community (Fig. 6b).

The position $y(t)$ of the free surface point situated at $x = L_x$ is monitored and plotted in Fig. 7. The stabilisation algorithm is first switched off and up to a time step of $\delta t \sim 3800\text{yr}$, the free surface does not develop any instability (all curves are superimposed). For a time step of 3900yr and above, a clear oscillation develops (green seesaw curve on the figure). Turning the algorithm on, time steps larger than $\delta t \sim 10000\text{yr}$ can be used and no oscillation is observed. Note that (a) the presence of the stabilisation algorithm with small time steps does not introduce a significant difference in the outcome (less than a meter of deviation after 1Myr); (b) the time step was increased up to $\delta t = 20000\text{yr}$ and the simulation remained stable (the vertical deviation differed by approximately 4m from the one obtained with a very small time step, which remains a remarkable result since it only represents $\sim 0.2\%$ of the element size); (c) time steps up to $\delta t = 50000\text{yr}$ remain stable but lead to oscillations at the beginning and deviate in the end by about 5m.

### 3.16 Dynamic pressure

To counteract the lack of LBB stability (see Sect. 3.4), $Q_1P_0$ elements are usually supplemented by stabilisation or postprocessing procedures which allow to remove spurious pressure modes (see Sani et al. (1981a) and Fortin (1981) for details on the origin of these modes). The latter approach is implemented in DOUAR, FANTOM and ELEFANT.

The total dynamic pressure is recovered at the end of the outer iterations process as illustrated in Sect. 3.3 but can display spurious pressure modes which manifest themselves by the presence of a so-called element-by-element checkerboard mode as shown in Fig. 18 in Thieulot et al. (2008) and in Fig. 36d of the lid driven cavity 1978.
experiment. If the pressure field is not of importance, these modes are not problematic. However, in the context of geodynamical simulations, pressure is a quantity which needs to be computed as accurately as possible since (a) it appears in the creep law expression for viscosity and in the yielding criterion for frictional materials (b) it can also be recorded over time for a later analysis of $P-T$ paths. Smoothing/filtering is therefore needed.

While many schemes have been proposed (e.g. Sani et al., 1981a, b), ELEFANT resorts to the same as the one present in DOUAR (Thieulot et al., 2008) and FANTOM (Thieulot, 2011): the pressure is smoothened by performing a double interpolation of the elemental pressure onto nodes and then back onto elements. The element-to-node interpolation is performed by averaging the elemental values from elements common to each node; the node-to-element interpolation is performed by averaging the nodal values element-by-element.

### 3.17 The lithostatic pressure

The difference between the computed dynamic pressure and the lithostatic pressure is called the overpressure. Its importance has for instance been highlighted by Schmalholz and Podlachikov (2013) in the context of the exhumation of high-pressure rocks.

The lithostatic pressure should therefore be computed but in most cases it cannot simply be computed analytically: indeed, it is a direct function of the material geometry and their density, which itself may depend on temperature.

The lithostatic pressure is also used in the context of open boundary conditions where it is prescribed on the sides of the model so that only the overpressure drives in- and outflow. Its calculation is succinctly explained in what follows.

In the absence of a velocity field, the Stokes equation reduces to

$$-\nabla p_l + \rho g = 0$$

(42)
where $p_l$ the lithostatic pressure. A FEM discretisation similar to the one applied to the full Stokes equation yields the following linear system:

$$
\begin{bmatrix}
\int_{\Omega} N^T \cdot Bd\Omega
\end{bmatrix} \cdot P = \int_{\Omega} N^T \cdot \rho g d\Omega
$$

(43)

where $P$ is the vector of nodal pressures and $N$ and $B$ are the FEM shape function and shape function derivatives matrices (see Appendix A). Supplemented with a boundary condition (typically $p_l = 0$ at the free surface) the system can be solved (note that the obtained matrix is not symmetric).

### 3.18 Parallelism

At the time of writing, ELEFANT is mostly a sequential code and the parallelism is only achieved through the MUMPS solver. Indeed, even though the matrix is built and assembled on one thread, MUMPS can solve the matrix using the message passing interface, without adding any complexity to the code (Thieulot and L'Excellent, 2014). Its performance is documented in Sect. 6.

This choice is primarily justified by the fact that the Stokes matrix solve in such a code is the most cpu intensive task (up to 80% of the wall time as shown in Thieulot, 2011). The code will be parallelised in the near future, and both MPI and OpenMP paradigms are currently considered. An implementation of the PETSc library\(^{12}\) is also envisaged.

### 3.19 Visualisation

ELEFANT outputs data in binary format. These are later read and post-processed by means of a set of visualisation tools distributed with the code and produces postscripts and VTK files, the latter being processed with Paraview\(^{13}\).

\(^{12}\)http://www.mcs.anl.gov/petsc/

\(^{13}\)http://www.paraview.org/
3.20 Recording deformation

Additional sets of markers and triangulated surfaces can be included in the model domain. These are passively advected with the computed velocity and can be used to record pTt-paths or simply visually illustrate accumulated deformation.

4 Benchmarks

Given the growing complexity of the geodynamics codes currently in use, it is customary to subject any new or updated code to a series of benchmark experiments to verify that it performs as expected by comparing the outcome to an analytical solution or to results obtained with other existing codes.

Given that ELEFANT is based on very similar algorithms as DOUAR and FANTOM, I have decided not to showcase the numerical sandbox experiment (Buij et al., 2006), the instantaneous Rayleigh–Taylor instability benchmark (Ramberg, 1968; Deubelbeiss and Kaus, 2008) and the falling block (Gerya, 2010a; Cerpa et al., 2014), all already presented in Thieulot et al. (2008) or Thieulot (2011). Note that they were nevertheless carried out and showed satisfactory results.

I have compiled the list of numerical experiments showed in this work in Table 2 and highlighted which aspects of the code they use/test.

Other benchmarks or numerical tests could have been envisaged, such as the dam break (Limache et al., 2007; Battaglia et al., 2008), the subduction zone cornerflow (van Keken et al., 2008), the 2-D thermal convection benchmark by Travis et al. (1990), the convergent channel flow (Mancktelow, 2008), the drag of a sphere in a viscoplastic medium (de Besses et al., 2004), the channel flow with a non-Newtonian rheology Gerya (2010a), etc ...

The following quantities are used throughout the presented numerical results:
– the root-mean-square velocity $v_{\text{rms}}$ in the domain as a function of time:

$$ v_{\text{rms}} = \left( \frac{1}{V_\Omega} \int_{\Omega} |v|^2 \, dV \right)^{1/2} $$ (44)

– the root-mean-square temperature $T_{\text{rms}}$ in the domain as a function of time:

$$ T_{\text{rms}} = \left( \frac{1}{V_\Omega} \int_{\Omega} T^2 \, dV \right)^{1/2} $$ (45)

– the $L_2$-norm of a scalar function $q$ and a vector function $f$:

$$ \|q\|_{L_2(\Omega)} = \left( \int_{\Omega} q^2 \, d\Omega \right)^{1/2} $$ (46)

$$ \|f\|_{L_2(\Omega)} = \left( \int_{\Omega} (f_x^2 + f_y^2 + f_z^2) \, d\Omega \right)^{1/2} \ . $$ (47)

4.1 Plasticity benchmarks

4.1.1 The indenter

The punch benchmark is one of the few boundary value problems involving plastic solids for which there exists an exact solution. Such solutions are usually either for
highly simplified geometries (spherical or axial symmetry, for instance) or simplified material models (such as rigid plastic solids) (Kachanov, 2004).

In this experiment, a rigid punch indents a rigid plastic half space; the slip line field theory gives exact solutions as shown in Fig. 8a. The plane strain formulation of the equations and the detailed solution to the problem were derived in the Appendix of Thieulot et al. (2008) and are also presented in Gerbault et al. (1998).

The two dimensional punch problem has been extensively studied numerically for the past 40 yr (Zienkiewicz et al., 1975, 1995; Christiansen and Pedersen, 2001; Christiansen and Andersen, 1999; Huh et al., 1999; Yu and Tin-Loi, 2006; Bui et al., 2008; Rabczuk et al., 2007) and has been used to draw a parallel with the tectonics of eastern China in the context of the India–Eurasia collision (Tapponnier and Molnar, 1976; Molnar and Tapponnier, 1977). It is also worth noting that it has been carried out in one form or another in series of analogue modelling articles concerning the same region, with a rigid indenter colliding with a rheologically stratified lithosphere (Peltzer and Tapponnier, 1988; Davy and Cobbold, 1988; Jolivet et al., 1990).

Numerically, the one-time step punch experiment is performed on a two-dimensional domain of purely plastic von Mises material. Given that the von Mises rheology yield criterion does not depend on pressure, the density of the material and/or the gravity vector is set to zero. Sides are set to free slip boundary conditions, the bottom to no slip, while a vertical velocity \((0, -v_p)\) is prescribed at the top boundary for nodes whose \(x\) coordinate is within \([L_x/2 - \delta, L_x/2 + \delta]\).

The following parameters are used: \(L_x = 1\), \(L_y = 0.5\), \(\mu_{\text{min}} = 0.01\), \(\mu_{\text{max}} = 10^4\), \(\chi = 10^{-12}\), \(v_p = 1\), \(\delta = 0.08\) and the yield value of the material is set to \(k = 1\).

The analytical solution predicts that the angle of the shear bands stemming from the sides of the punch is \(\pi/4\), that the pressure right under the punch is \(1 + \pi\), and that the velocity of the rigid blocks on each side of the punch is \(v_p/\sqrt{2}\) (this is simply explained by invoking conservation of mass).

The results shown in Fig. 8 are obtained with a \(1024 \times 512\) grid with the effective viscosity being directly computed at the quadrature points. We see that the obtained
shear bands follow the expected distribution of slip lines and the measured angles are indeed $\pi/4$. The three rigid blocks are recovered, as indicated by the three domains marked with letters A, B, C in (c) with a high viscosity and a very low strain rate.

The (smoothed) pressure under the punch is measured at $p \simeq 4.76$, i.e. approx. 15% error (left panel of Fig. 9) and the velocity of the rigid blocks is measured at $v_b = 0.691$, i.e. approx 2% error. However, if one now only prescribes the vertical component under the punch (and lets the horizontal one free), the pressure under the punch is found to be approx. 4.16, i.e. an error of about 0.5% (right panel of Fig. 9).

Finally, switching from a von Mises to a Drucker–Prager yield criterion ($\phi = 20^\circ$) yields the shear band geometry shown in Fig. 8e. The expected angle of the shear bands stemming from the sides of the punch is $\pi/4 + \phi/2$ (Kachanov, 2004), i.e. 55° which is indeed the recovered angle.

4.1.2 The brick experiment

The model domain is a rectangle of size $40\,\text{km} \times 10\,\text{km}$ and contains two materials: a visco-plastic material of density $\rho = 2700\,\text{kg}\,\text{m}^{-3}$ characterised by a cohesion $c = 40\,\text{MPa}$, a variable angle of friction $\phi$ and a viscosity $\mu = 10^{25}\,\text{Pa}\,\text{s}$; a linear viscous weak seed characterised by $\rho_s = 2700\,\text{kg}\,\text{m}^{-3}$ and $\mu_s = 10^{20}\,\text{Pa}\,\text{s}$, as shown in Fig. 10. The seed is placed at the bottom of the domain at location $x = L_x/2$ and has a size $d \times h = 800\,\text{m} \times 400\,\text{m}$. The gravity vector is given by $g = (0, -10)\,\text{m}\,\text{s}^{-2}$. Extensive or compressive boundary conditions are applied on the sides and result in a background strain rate value of $\pm 10^{-15}\,\text{s}^{-1}$, while free-slip is imposed at the bottom and the top boundary is free. Other parameters are as follows: $\mu_{\text{min}} = 10^{18}\,\text{Pa}\,\text{s}$, $\mu_{\text{max}} = 10^{25}\,\text{Pa}\,\text{s}$, $\lambda = 10^{30}\,\text{Pa}\,\text{s}$, $\chi_u = \chi_v = \chi_p = 10^{-8}$.

This experiment has already been extensively investigated by many authors (Lemiale et al., 2008; Kaus, 2009; Maierová, 2012; Buiter, 2012; Glerum et al., 2014). The theory predicts that two shear bands will stem from the weak seed and that their angle with
respect to the x-axis will depend on the angle of friction $\phi$. However, as explained in Kaus (2009), this angle can take three acceptable values:

$$\theta = 45^\circ \pm \frac{\psi}{2} \quad \text{(Roscoe angle)}$$  

(48)

$$\theta = 45^\circ \pm \frac{\phi}{2} \quad \text{(Coulomb angle)}$$  

(49)

$$\theta = 45^\circ \pm \frac{\phi + \psi}{4} \quad \text{(Arthur angle)}$$  

(50)

where $\psi$ is the dilation angle which is taken to be 0 for rocks (Kaus, 2009). Angles outside the Roscoe–Coulomb angle are not expected to occur.

This experiment was carried out at the same resolution as Kaus (2009) ($400 \times 100$ elements) for angles of friction ranging from $0^\circ$ to $35^\circ$, both in extension and compression.

Similarly to Kaus (2009), the angle of the resulting shear bands is determined in an automated manner by computing the location of maximum strain rate invariant at a distance of $d/4$ and $d/4 + 0.2$ from the sides of the inclusion. The average value from the left and right shear band is reported.

In the absence of Newton–Raphson iterations it is expected that the Picard iterations converge very slowly and these results were typically obtained for a few hundreds nonlinear iterations, so that the system was allowed to reach the required convergence tolerances.

When $\phi = 0^\circ$, the pressure is not coupled to the rheology, and the nature of the boundary conditions (compressive or extensive) does not influence the result and the predicted shear band angle of $45^\circ$ is recovered (Fig. 10b). Setting $\phi = 20^\circ$ satisfactorily
yields shear band angles of $\sim 35^\circ$ in compression and $\sim 55^\circ$ in extension (Fig. 10c and d). The results of the systematic study for $0 \leq \phi \leq 35^\circ$ are shown in Fig. 11 and it is found that the measured angles align well with the Coulomb angle values and fall within $\pm 1.5^\circ$ of this theoretical value.

4.1.3 Shear bands fractals

In the following experiment a $1 \times 1$ block of rigid-plastic material is submitted to pure-shear boundary conditions: free slip is imposed on the $x = 0$ and $y = 0$ sides, while $u = -1$ is imposed on the $x = 1$ side and $v = +1$ is imposed on the $y = 1$ side (see Fig. 12a).

The material is characterised by a Drucker–Prager yield criterion with $c = 1$ and $\phi = 35^\circ$. The resolution is varied between $50 \times 50$ and $400 \times 400$. Figure 12b–g shows the strain rate field after 1000 nonlinear iterations.

In the absence of prescribed weakness, the deformation localises on numerical noise and this explains the random character of the observed shear bands pattern. Note that the position and activities of single shear zones are not constant throughout the nonlinear iterations.

It is also worth mentioning that in the high resolution runs the shear band angles vary between $25^\circ$ and $29^\circ$ which is consistent with the expected Coulomb angle $\pi/4 - \phi/2 = 27.5^\circ$ (Lemiale et al., 2008; Kaus, 2009).

The system spontaneously organises in a network of thin shear bands which visually seems to be akin to fractals. This observation was the ground for the work of Poliakov and Herrmann (1994), Poliakov et al. (1994) and Herrmann et al. (1996) which looked at self-organised criticality of plastic shear bands in rocks, both numerically but also on the field by looking at outcrops in the Pyrenees.

Following the methodology presented in these articles, I have measured the normalised moments $m_q$ of the second invariant of the strain rate for all resolutions. They
are calculated as follows:

\[ m_q = (M_q/M_0)^{1/q} \]  

where \( M_q \) is the \( q \)th moment

\[ M_q = \sum_{i=1}^{\text{ncell}} p_i^q \quad \text{and} \quad p_i = \left( \frac{\dot{\epsilon}_i}{\sum_{j=1}^{\text{ncell}} \dot{\epsilon}_j} \right). \]  

Figure 13 shows the moments \( q_1, q_2, q_3, q_4 \) as a function of resolution \( n_{\text{cell}} \times \sqrt{n_{\text{cell}}} \). Since \( q = 0 \) yields \( p_i = 1 \), so that \( M_0 = n_{\text{cell}} \), and since \( q = 1 \) yields \( M_1 = 1 \), the normalised moment \( m_1 \) shows the expected scaling exponent of \(-2\). The other moments scaling exponents are around \(-1.7\) which is consistent with the values of geometrical fractal dimension reported in Poliakov and Herrmann (1994) for both numerical experiments and rocks.

### 4.2 Rayleigh–Taylor instability growth

This numerical experiment was first presented in van Keken et al. (1997) and has been consequently carried out in Tackley and King (2003); Samuel and Evonuk (2010); Suckale et al. (2010); Bourgouin et al. (2006); Leng and Zhong (2011); Fuchs and Schmeling (2013); Choi et al. (2013). It consists of an isothermal Rayleigh–Taylor instability in a two-dimensional box of size \( L_x = 0.9142 \) and \( L_y = 1 \) (see Fig. 14).

Two Newtonian fluids are present in the system: the buoyant layer is placed at the bottom of the box and the interface between both fluids is given by

\[ y(x) = 0.2 + 0.02 \cos \left( \frac{\pi x}{L_x} \right). \]  

The bottom fluid is characterised by its mass density \( \rho_1 = 1000 \) and its viscosity \( \mu_1 = 100 \), while the layer above is parametrised by \( \rho_2 = 1010 \) and \( \mu_2 = \mu_1 \). No-slip boundary conditions are enforced at the lateral boundaries and bottom wall.
conditions are applied at the bottom and at the top of the box while free-slip boundary conditions are applied on the sides.

The following quantities are measured:

- The maximum (or local maxima) of the $\nu_{\text{rms}}$ and its (their) corresponding time(s).
- The growth rate $\gamma$ of the instability at $t = 0$, i.e. the slope of the $\nu_{\text{rms}}$ curve at startup.
- The total mass of the system $M(t)$ as a function of time. Since there is no chemical diffusion in the system (pure advection), the amount of material in the system is to remain constant, and therefore its mass:

$$M(t) = \int\int \rho(x, y, t) dx dy$$  \hspace{1cm} (54)

computed as the sum over all elements of the average mass of tracers in each element. Given the layout described in the previous paragraph, the exact analytical initial mass $M_0$ of the system is given by

$$M_0 = 0.9142 \times (0.2 \times \rho_1 + 0.8 \times \rho_2) = 921.5136$$

In what follows I measure the relative mass error as a function of time

$$\delta M(t) = \frac{M(t) - M_0}{M_0}.$$  \hspace{1cm} (55)

The time evolution of the system is shown in Fig. 14. The long-wavelength shape of the initial interface (i.e., the cosine used to describe the initial conditions in the input file) determines the rise of the first plume along the left edge of the domain (Fig. 14b). A second plume follows and rises along the right edge. Its origin along the interface is much harder to trace — its position and the timing when it starts to rise is certainly not
obvious from the initial location of the interface (Fig. 14c). Finally, (Fig. 14f) represents the state of the interface between the two fluids as shown in van Keken et al. (1997) at the end of the simulation ($t = 2000$) and one sees that the corresponding figure (Fig. 14e) as obtained with ELEFANT is remarkably similar to it.

In Fig. 15 is shown the $\nu_{\text{rms}}$ measurements for a $80 \times 80$ and $400 \times 400$ grids, alongside those from van Keken et al. (1997) and those obtained with ASPECT\textsuperscript{14}. One sees that (a) the four curves match rather well (position and height of the two peaks); (b) the use of a higher resolution does not influence the results of the first peak but allows to better capture the height of the second. I have also investigated the influence of the advection scheme order and concluded that it has a limited effect on the $\nu_{\text{rms}}$ measurements (but has a consequence on mass conservation): there is a small difference between Runge–Kutta 1st and 2nd order, but virtually none between those obtained with Runge–Kutta 2nd and 4th order and Dormand–Prince 8th-order schemes.

Values of $\delta M(t)$ were recorded for grid resolutions varying from $48 \times 48$ to $512 \times 512$ and were found to never exceed $\pm 0.001\%$. Growth rate values were also measured and values ranged between 0.0106 and 0.0113, which is extremely similar to those published by van Keken et al. (1997) and others, and differing by about 3\% from the expected analytical value.

4.3 Thin layer entrainment

The second problem is a simulation to study the amount of entrainment by thermal convection of a dense, thin layer at the bottom of the model (van Keken et al., 1997). To the author’s knowledge only one other publication (Tackley and King, 2003) has presented results pertaining to this benchmark but the authors did not show any quantitative results, only material plots.

\textsuperscript{14}See ASPECT manual for more details on the composition setup.
The box is $2 \times 1$, and contains two fluids (see Fig. 16a). Fluid 1 has a density $\rho_1 = 1$ and a viscosity $\mu = 1$. Fluid 2 is heavier ($\rho_2 = \rho_1 + \Delta \rho$) but has the same viscosity. Both fluids have a thermal expansion coefficient $\alpha = 10^{-10}$, a thermal conductivity $k = 1$, and a heat capacity coefficient $c_p = 1$. Fluid 2 is placed at the bottom of the box ($0 \leq y \leq 0.025$).

This experiment is parameterised by the thermal Rayleigh number $Ra = 300000$ and the compositional Rayleigh number $Rb = 450000$ which are defined as follows:

$$Ra = \frac{\alpha \rho g \Delta T L_y^3}{\kappa \mu} = \frac{\alpha \rho^2 g \Delta T L_y^3 c_p}{k \mu} = \alpha g$$

$$Rb = \frac{\Delta \rho g L_y^3}{\kappa \mu} = \frac{\rho \Delta \rho g L_y^3 c_p}{k \mu} = \Delta \rho g$$

where I have used the relationship $\kappa = k/\rho c_p$. The gravity acceleration is therefore set to $g = 10^{10} Ra$ and this yields $\Delta \rho = Rb/g = 1.5 \times 10^{-10}$. Free-slip boundary conditions are imposed on all sides of the domain. Temperature boundary conditions are $T(x, y = 0) = 1$ and $T(x, y = 1) = 0$. The analytical initial temperature field is given by

$$T(x, y) = T_u(x, y) + T_l(x, y) + T_r(x, y) + T_s(x, y) - \frac{3}{2}$$
where

\[ T_u(x, y) = \frac{1}{2} \text{erf} \left( \frac{1 - y}{2} \sqrt{\frac{u_0}{x}} \right) \]

\[ T_I(x, y) = 1 - \frac{1}{2} \text{erf} \left( \frac{y}{2} \sqrt{\frac{u_0}{L_x - x}} \right) \]

\[ T_r(x, y) = \frac{1}{2} + \frac{Q}{2\sqrt{\pi}} \sqrt{\frac{u_0}{y + 1}} \exp\left( -\frac{x^2u_0}{4y + 4} \right) \]

\[ T_s(x, y) = \frac{1}{2} - \frac{Q}{2\sqrt{\pi}} \sqrt{\frac{u_0}{2 - y}} \exp\left( -\frac{(L_x - x)^2u_0}{8 - 4y} \right) \]

with

\[ u_0 = \frac{L_x^{7/3}}{(1 + L_x^4)^{2/3}} \left( \frac{Ra}{2\sqrt{\pi}} \right)^{2/3} \]

\[ Q = 2\sqrt{\frac{L_x}{\pi u_0}}. \]

Using \( L_x = 2, Ra = 3 \times 10^5 \), one gets \( u_0 \approx 1469.315 \) and \( Q \approx 0.0416305 \).

Given the small thickness of the bottom layer, it seems quite legitimate to investigate the influence of grid resolution on the simulation. I have therefore looked at the initial root mean square velocity measurement as a function of the element diagonal value (a proxy for the average resolution in the case where elements are not square). Results are shown in Fig. 17 and indeed confirm that the element size plays a non negligible role at startup on the dynamics of the system. I have tried a variety of resolutions and aspect ratios in order to assess the sensitivity of the initial velocity field to the numerical setup and I conclude that for grids with elements of size \( \leq 0.01 \) the initial \( \nu_{\text{rms}} \) does not vary significantly anymore.

Superimposed on the figure are the measurements provided by Prof. van Keken (black squares in the gray box). They agree well with my measurements but also indi-
cate that none of the authors in the original study ran the experiment at a high-enough resolution to start with (their results are therefore most likely resolution dependent).

Also, for a given resolution, measurements were carried out for the number of markers per element varying from 4 to 500, and this translates into the pink “bars” in Fig. 17. We see that this number is critical at low resolution but that it does not lead to significant velocity variations at high resolution.

In order to be able to compare my results with the published data, I have chosen to run this benchmark at similar resolutions as those in van Keken et al. (1997), i.e. 125 × 40 and 200 × 48.

The marker distribution and temperature field are shown in Fig. 16b–e for various times. As observed in van Keken et al. (1997), the dense layer is first swept into the lower left corner. Thermal instabilities then further develop in an asymmetrical way and entrain the dense material. Past \( t \approx 0.015 \) the system becomes more and more chaotic with markers being randomly mixed in the system in a non-orderly fashion.

Looking at the root mean square velocity measurements of Fig. 18, we see that the measurements done with ELEFANT agree nicely with those presented in van Keken et al. (1997). Past \( t \approx 0.015 \), the curves diverge clearly across all codes and authors, so I only need to focus the comparison for times \( t < 0.015 \). For the three tested resolutions, measurements agree well and fall within the grey curves representing all results of van Keken et al. (1997). Additional tests have been carried out concerning the value of the Courant number (0.1 to 0.25) and the initial number of markers per element (100 or 200) and these parameters led to extremely similar results.

4.4 Poiseuille flow

The Poiseuille flow benchmark is a simple test of the fulfillment of the solenoidal constraint \( \nabla \cdot \mathbf{v} = 0 \).

This experiment, (and especially its time evolution in the context of Navier–Stokes flows) has been carried out by many authors using a wealth of methods: SPH (Morris et al., 1997; Sigalotti et al., 2003), Lattice Gas Automata (Kadanoff et al., 1987), Finite
Differences (Bodoia and Osterle, 1961; Fukuchi, 2011), Finite Elements (Fortin et al., 1994; Fortin and Fortin, 1985), Finite Volumes (Gavarini et al., 2004), etc ...

Poiseuille flow (along with so-called Couette flow) is also relevant in the context of Earth Sciences, for instance when thin layers of ductile rocks (such as salt) flow between two more competent rock materials (Albertz et al., 2010; Gemmer et al., 2004), in subduction settings (Warren et al., 2008; Gerault et al., 2012), in magma transport in dykes (Yamato et al., 2012), in mantle convection (Höink et al., 2013), or even in biology (Meyer-Rochow and Gal, 2003).

The computational domain is a rectangle of size $L_x = 2$, $L_y = 1$ containing $40 \times 20$ elements and the gravity acceleration is set to zero. A single fluid ($\rho = 1$, $\mu = 1$) is present in the system and it is submitted to the following boundary conditions: no-slip is imposed at the bottom and at the top ($u = 0$, $v = 0$) and a parabolic profile is imposed on the sides ($u = y(1 - y)$, $v = 0$). The penalty parameter is set to $\lambda = 10^8$.

The analytical solution to this problem is given by the following field equations:

$$ u(x, y) = y(1 - y) $$

$$ v(x, y) = 0 $$

$$ p(x, y) = 2\mu \left( \frac{L_x}{2} - x \right). $$

The computed velocity and pressure field are shown in Fig. 19a and b and one sees that the parabolic and linear character of the velocity and pressure fields respectively is recovered.

In the case where no pressure iterations are carried out (standard penalty method) the divergence and pressure field are proportional through the penalty coefficient, which is visible in Fig. 19c. As a result, the incompressibility constraint is not respected exactly. Besides that, while increasing the penalty value would seem to be a way to improve the incompressibility performance, it also very fast leads to a numerically untractable linear system (even with direct solvers).

A single additional outer iteration is necessary to bring the system below a convergence tolerance of $10^{-15}$ and while the pressure field is virtually identical to the previ-
ous case, one sees that the velocity divergence is now almost zero (down to machine precision).

4.5 Subduction

This benchmark is presented in Schmeling et al. (2008) and is also carried out in Thieulot et al. (2014a) and Cerpa et al. (2014). A 3000 km × 700 km domain contains three distinct materials. Material 1 is the sticky air ($\rho_{\text{air}} = 0, \mu_{\text{air}} = 10^{19}$), material 2 is the lithosphere ($\rho_{\text{lith}} = 3300, \mu_{\text{lith}} = 10^{23}$), and material 3 is the mantle ($\rho_{\text{m}} = 3200, \mu_{\text{m}} = 10^{21}$). All materials are linear viscous and temperature is not taken into account. Free slip boundary conditions are applied on all sides of the domain. An average of 100 markers is placed in each element at startup.

Figure 20 shows the material fields at various times with a 1000 × 250 grid and an arithmetic averaging of viscosities which are very similar to those in Schmeling et al. (2008).

The slab tip depth as a function of time is shown in Fig. 21. As documented in Schmeling et al. (2008), the choice of viscosity averaging influences the dynamics of the system to first order. The curves obtained with ELEFANT fall very close to those in the original publication and illustrate the fact that the timing at which the slab tip reaches the bottom is increasing with the averaging schemes in this order: harmonic, geometric, arithmetic.

4.6 SolCx, SolKz and SolVi

4.6.1 SolCx

The SolCx benchmark is intended to test the accuracy of the solution to a problem that has a large jump in the viscosity along a line through the domain. Such situations are common in geophysics: for example, the viscosity in a cold, subducting slab is much larger than in the surrounding, relatively hot mantle material.
The SolCx benchmark computes the Stokes flow field of a fluid driven by spatial density variations, subject to a spatially variable viscosity. Specifically, the domain is \( \Omega = [0,1]^2 \), gravity is \( \mathbf{g} = (0, -1)^T \) and the density is given by

\[
\rho(x, y) = \sin(\pi y) \cos(\pi x). \tag{61}
\]

Boundary conditions are free slip on all of the sides of the domain and the temperature plays no role in this benchmark. The viscosity is prescribed as follows:

\[
\mu(x, y) = \begin{cases} 
1 & \text{for } x < 0.5 \\
10^6 & \text{for } x > 0.5 
\end{cases} \tag{62}
\]

Note the strongly discontinuous viscosity field yields a stagnant flow in the right half of the domain and thereby yields a pressure discontinuity along the interface.

The SolCx benchmark was previously used in Duretz et al. (2011) (references to earlier uses of the benchmark are available there) and its analytic solution is given in Zhong (1996). It has been carried out in Kronbichler et al. (2012) and Gerya et al. (2013). Note that the source code which evaluates the velocity and pressure fields for both SolCx and SolKz is distributed as part of the open source package Underworld (Moresi et al. 2007, http://underworldproject.org).

In this particular example, the viscosity is computed analytically at the quadrature points (i.e. tracers are not used to attribute a viscosity to the element). If the number of elements is even in any direction, all elements (and their associated quadrature points) have a constant viscosity (1 or \( 10^6 \)). If it is odd, then the elements situated at the viscosity jump have half their integration points with \( \mu = 1 \) and half with \( \mu = 10^6 \) (which is a pathological case since the used quadrature rule inside elements cannot represent accurately such a jump).

In all simulations the penalty coefficient was set to \( \lambda^* = 10 \), the convergence criteria set to \( tol_u = tol_v = 10^{-14}, tol_p = 10^{-8} \) and \( tol_d = 10^{-11} \) and the iterative solver AGMG was used.
The viscosity distribution, velocity components and the pressure are shown in Fig. 22. The $L_2$-norm of the velocity and pressure error has been measured as a function of the element size for $16 \times 16$ to $1024 \times 1024$ grids and is shown in Fig. 23. In the case of even numbers of elements, the convergence is found to be quadratic while odd numbers lead to a linear convergence (Duretz et al., 2011).

In the case of the $1024^2$ grid ($N \simeq 2.1$ million dofs), 20 outer iterations were needed while the number of iterations within the solver steadily decreased from 211 to 1 and the solve time went from 69 s to 0.4 s.

### 4.6.2 SolKz

The SolKz benchmark (Revenaugh and Parsons, 1987) is similar to the SolCx benchmark but the viscosity is now a function of the space coordinates:

$$\mu(y) = \exp(2By) \quad \text{with} \quad B = 13.8155.$$  \hfill (63)

It is however not a discontinuous function but grows exponentially with the vertical coordinate so that its overall variation is again $10^6$. The forcing is again chosen by imposing a spatially variable density variation as follows:

$$\rho(x, y) = \sin(2y)\cos(3\pi y).$$  \hfill (64)

Free slip boundary conditions are imposed on all sides of the domain. This benchmark is presented in Zhong (1996) as well and is studied in Duretz et al. (2011) and Gerya et al. (2013).

The $L_2$-norm error of the velocity and pressure fields was computed for grids ranging from $16^2$ to $1250^2$ elements and is shown in Fig. 24. As opposed to the SolCx setup, the viscosity field is continuous so that no difference is observed for even or odd number of elements. The convergence is quadratic as observed in Duretz et al. (2011).

Here too, the penalty coefficient was set to $\lambda^* = 10$, the convergence criteria set to $tol_u = tol_v = 10^{-14}$, $tol_p = 10^{-8}$ and $tol_d = 10^{-11}$ and the iterative solver AGMG was
used. In the case of the $1250^2$ grid ($N \approx 3.1$ million dofs), 15 outer iterations were necessary to bring the system to convergence, while linear iterations within the solver went from 64 to 8 with an average solve time of 17 s.

### 4.6.3 SolVi

Following SolCx and SolKz, the SolVi inclusion benchmark solves a problem with a discontinuous viscosity field, but in this case the viscosity field is chosen in such a way that the discontinuity is along a circle. Given the regular nature of the grid used by a majority of codes and the present one, this ensures that the discontinuity in the viscosity never aligns to cell boundaries. This in turns leads to almost discontinuous pressures along the interface which are difficult to represent accurately. Schmid and Podlachikov (2003) derived a simple analytic solution for the pressure and velocity fields for a circular inclusion under simple shear and it was used in Deubelbeiss and Kaus (2008), Suckale et al. (2010), Duretz et al. (2011), Kronbichler et al. (2012) and Gerya et al. (2013).

Because of the symmetry of the problem, we only have to solve over the top right quarter of the domain (see Fig. 25a).

The analytical solution requires a strain rate boundary condition (e.g., pure shear) to be applied far away from the inclusion. In order to avoid using very large domains and/or dealing with this type of boundary condition altogether, the analytical solution is evaluated and imposed on the boundaries of the domain. By doing so, the truncation error introduced while discretizing the strain rate boundary condition is removed.

A characteristic of the analytic solution is that the pressure is zero inside the inclusion, while outside it follows the relation

$$p_m = 4\dot{\varepsilon}\frac{\mu_m(\mu_i - \mu_m)}{\mu_i + \mu_m}\frac{r_i^2}{r^2} \cos(2\theta)$$  \hspace{1cm} (65)

where $\mu_i = 10^3$ is the viscosity of the inclusion and $\mu_m = 1$ is the viscosity of the background media, $\theta = \tan^{-1}(y/x)$, and $\dot{\varepsilon} = 1$ is the applied strain rate.
These experiments have been conducted with both direct and iterative solvers alike and with 100 markers per element. The measured velocity and pressure fields are shown in Fig. 25 and look similar to those shown in Deubelbeiss and Kaus (2008). In Fig. 26 are shown various pressure profiles measured at $y = 0$. With increasing resolution the measured pressures tend to conform better and better to the analytical profile, and the error tends (quite predictably) to concentrate near the surface of the inclusion.

Finally, I have measured the convergence in the $L_2$-norm of the velocity and pressure fields errors for the three standard averaging schemes (arithmetic, geometric, harmonic) and for both the elemental and nodal pressure fields. Results are shown in Fig. 27 for grids ranging from $32^2$ to $1024^2$. The velocity error is found to converge linearly with resolution while the pressure error displays large oscillations at relatively low resolution (especially for the arithmetic averaging case), due to the fact that the inclusion is under resolved and the interface matrix/inclusion is then discretised over very few elements. At high resolution, the oscillations cease and both pressures errors converge with an $1/2$ exponent (only the elemental pressure error is shown for clarity).

Deubelbeiss and Kaus (2008) thoroughly investigated this problem with various numerical methods (FEM, FDM), with and without tracers, and conclusively showed how various averagings lead to different results. Duretz et al. (2011) obtained a first order convergence for both pressure and velocity, while Kronbichler et al. (2012) and Gerya et al. (2013) showed that the use of adaptive mesh refinement in respectively the FEM and FDM yields convergence rates which depend on refinement strategies.

### 4.7 Topography evolution

This benchmark was first presented in Crameri et al. (2012) and is also presented in Hillebrand et al. (2014). It is designed to test the accuracy of the free surface representation in geodynamics code.

The model box spans 2800km by 700–1100km (greater model height is necessary when employing sticky air on top). The initial condition is specified by a man-
tle of 600km thickness, overlain by a cosine shaped, 93–107km-thick lithosphere (see Fig. 28). The sticky air layer has a thickness varying between 10 and 400km. The lithosphere is a highly viscous, dense medium \( \rho_L = 3300\, \text{kg m}^{-3}, \mu_L = 10^{23}\, \text{Pa s} \). The underlying ambient mantle has a density \( \rho_M = 3300\, \text{kg m}^{-3} \) and a viscosity \( \mu_M = 10^{21}\, \text{Pa s} \).

The sticky air layer on the top has a density \( \rho_{\text{air}} = 0\, \text{kg m}^{-3} \) and a viscosity \( \mu_{\text{air}} = 10^{18} - 10^{20}\, \text{Pa s} \) and is bordered by a free-slip top boundary condition. Free slip is also imposed at the sides while the bottom boundary is set to no slip condition.

The setup for the real free-surface model is identical to the setup described above, but the weak surface layer is removed and replaced by zero normal stress boundary conditions.

An analytical solution is presented by Ramberg (1967): the maximum topography at time \( t \) can be derived analytically using the relaxation rate \( \gamma \) and from the initial maximum topography \( h_{\text{init}} \):

\[
h_{\text{analytic}} = h_{\text{init}} \exp(\gamma t) \tag{66}
\]

where \( t = 14.825\, \text{kyr} \) is the characteristic relaxation time and \( \gamma = -0.2139 \times 10^{-11}\, \text{s}^{-1} \) is the characteristic relaxation rate of the three-layer case at a given wavelength of 2800 km. It should be noted that these values are valid for infinitesimal amplitudes, whereas deviations are to be expected for small but finite amplitudes. In particular, keeping the interface between the middle and lower layer flat and assuming a finite amplitude of the interface between the upper and middle layer implies that the thickness of the highly viscous middle layer varies laterally by \( \pm 7\% \) (in the case of an initial maximum topography of 7 km). This variation increases the effective viscous flexural rigidity and leads to a slightly longer relaxation time. The system is let to relax over time (typically 200 kyrs) and the position of the free surface is recorded over time. I hereafter show results done with both the sticky air approach and the free surface approach.
4.7.1 Sticky air approach

The following results have been obtained with a $400 \times 200$ grid, with an initial average of 100 markers per element. The Courant number is set to 0.05 and a set of markers are initially placed on the interface, advected and output every time step so that the position of the free surface can be monitored over time. A fourth-order Runge–Kutta advection scheme is used.

The results obtained with ELEFANT are compared with those obtained with UNDERWORLD and SULEC as published in Crameri et al. (2012) in the case of a 100 km thick air layer and shown in Fig. 29. One sees that ELEFANT compares favourably with the others for all air viscosity values.

The vertical size of the elements close to the surface is about 2.8 km. After full relaxation, it is observed that ELEFANT predicts an overshoot of the free surface (i.e. the excess depth to which the tracers goes below $y = 700$ km) of about 0.02 km, or less than 1% of an element height, which is negligible.

One can also zoom in on the results around the relaxation time, as in Fig. 2b of Crameri et al. (2012) and results are shown in Fig. 30. Decreasing the sticky air value leads to a topography which tends towards the analytical result. Also, it can be noted that the curves for the three codes with the same air viscosity ($10^{18}$) are remarkably similar.

4.7.2 The ALE approach

The same simulation was carried out using the ALE approach. Air is no more present in the system and the grid is initially stretched to conform to the sinusoidal perturbation. Elevation measurements are shown in Fig. 31 against those obtained with other ALE codes in Crameri et al. (2012) for later times ($t > 70$ Myrs). The grid resolution (and the order of the spline algorithm, not shown) used for the free surface interpolation algorithm was investigated and does not lead to substantial differences. After 2.5 Myr, the free surface elevation oscillates by $\pm 0.5$ m around the 700 km horizontal line.
4.8 Mantle convection benchmark

4.8.1 Two dimensions

This benchmark deals with the 2-D thermal convection of a fluid of infinite Prandtl number in a rectangular closed cell. In what follows, I carry out the case 1a, 1b, and 1c experiments as shown in Blankenbach et al. (1989): steady convection with constant viscosity in a square box.

The temperature is fixed to zero on top and to $\Delta T$ at the bottom, with reflecting symmetry at the sidewalls (i.e. $\partial_x T = 0$) and there are no internal heat sources. Free-slip conditions are implemented on all boundaries.

The Rayleigh number is given by

$$ Ra = \frac{\alpha g_y \Delta T h^3}{\kappa v} = \frac{\alpha g_y \Delta T h^3 \rho^2 c_p}{k \mu} \quad (67) $$

In what follows, I use the following parameter values: $L_x = L_y = 1$, $\rho_0 = c_\rho = k = k = \mu = 1$, $T_0 = 0$, $\alpha = 10^{-10}$, $g = 10^{10} Ra$ and I run the model with $Ra = 10^4$, $10^5$ and $10^6$.

The initial temperature field is given by

$$ T(x, y) = (1 - y) - 0.01 \cos(\pi x) \sin(\pi x). \quad (68) $$

The perturbation in the initial temperature fields leads to a perturbation of the density field and sets the fluid in motion.

Depending on the initial Rayleigh number, the system ultimately reaches a steady state after some time. The steady-state temperature fields of case 1a,b,c are shown in Fig. 32.

The root mean square of the velocity field in the whole domain was measured for a $100 \times 100$ grid resolution for all three cases and divided by the corresponding steady state values presented in Blankenbach et al. (1989). Results are shown in Fig. 33 and 2001.
one sees that there is a very good agreement as all three curves ultimately converge to the expected value 1.

The Nusselt number (i.e. the mean surface temperature gradient over mean bottom temperature) is computed as follows (Blankenbach et al., 1989):

$$\text{Nu} = L_y \frac{\int \frac{\partial T}{\partial y} (y = L_y) dx}{\int T(y = 0) dx}.$$ \hspace{1em} (69)

The case 1a results are shown in Fig. 34 for three grid resolutions. We see that the Nusselt number converges towards the expected value and that with increasing resolution the error decreases. The relative error on the Nusselt number has been measured for various grid resolutions with $Ra = 10^4$ and was found to decrease quadratically with the element size.

Finally, the steady state root mean square velocity and Nusselt number measurements are indicated in Table 3 alongside those of Blankenbach et al. (1989), Tackley (1994) and King (2009). (Note that this benchmark was also carried out and published in other publications (Trompert and Hansen, 1998; Albers, 2000; Gerya, 2010a; Davies et al., 2011; Leng and Zhong, 2011) but since they did not provide a complete set of measurement values, they are not included in the table.) The results obtained with ELEFANT compare favourably to those initially published by Blankenbach et al. (1989) and fall within 1% of the expected values.

### 4.8.2 Three dimensions

This three-dimensional benchmark was first proposed by Busse et al. (1993). It has been subsequently presented in Tackley (1994); Trompert and Hansen (1998); Albers (2000); O’Neill et al. (2006); Davies et al. (2011); Kronbichler et al. (2012). We here focus on Case 1 of Busse et al. (1993): an isoviscous bimodal convection experiment at $Ra = 3 \times 10^5$.

The domain is of size $a \times b \times h$ with $a = 1.0079h$, $b = 0.6283h$ with $h = 2700$ km. It is filled with a Newtonian fluid characterised by $\rho_0 = 3300$ kg m$^{-3}$, $\alpha = 10^{-5}$ K$^{-1}$, $\mu = 2002$
8.0198 × 10^{23} \text{ Pa s}, k = 3.564 \text{ W m}^{-1} \text{ K}^{-1}, c_p = 1080 \text{ J K}^{-1} \text{ kg}^{-1}. The gravity vector is set to \mathbf{g} = (0, 0, -10)^T. The temperature is imposed at the bottom (T = 3700 \degree \text{ C}) and at the top (T = 0 \degree \text{ C}). This experiment was run with several resolutions, from 24 × 14 × 24 to 48 × 29 × 48. Tracers were not used and the density was computed directly at the integration points.

In order to save computational time, and because only the steady state of the system is of interest, so-called Picard iterations were carried out: the mass matrix \( M_c \) of the energy equation was set to zero, relaxation between two-consecutive iterations was implemented (relaxation factor set to 0.5) and a few dozen iterations were necessary to obtained a steady state (see Appendix A.2 of van den Berg et al. (1993) for a similar approach). Note that in this case the value of the time step \( \Delta t \) is irrelevant.

The various measurements presented in Busse et al. (1993) are listed hereafter:

- the Nusselt number \( \text{Nu} \) computed at the top surface following Eq. (69);
- the root mean square velocity \( v_{\text{rms}} \) and the temperature mean square velocity \( T_{\text{rms}} \);
- the vertical velocity \( w \) and temperature \( T \) at points \( x_1 = (0, 0, \frac{L_z}{2}), x_2 = (L_x, 0, \frac{L_z}{2}), x_3 = (0, L_y, \frac{L_z}{2}) \) and \( x_4 = (L_x, L_y, \frac{L_z}{2}) \);
- the vertical component of the heat flux \( Q \) at the top surface at all four corners.

Results obtained with \textsc{ELEFANT} are shown in Table 4 while temperature isocontours of the system at steady state are shown in Fig. 35. Note that they are presented in their dimensionless form, with the scaling factors obtained from Table 1 of Busse et al. (1993). In the table is also indicated the total number of degrees of freedom (velocity components, pressure and temperature) for various runs. One sees that \textsc{ELEFANT} yields rather accurate measurements (relative error less than 1 \%) at a fraction of the number of degrees of freedom that \textsc{ASPECT} normally requires.
4.9 The lid driven cavity

The lid driven cavity is a famous Computational Fluid Dynamics test case and has been studied in countless publications with a wealth of numerical techniques (see Erturk (2009) for a succinct review) and also in the laboratory (Koseff and Street, 1984).

It models a plane flow of an isothermal isoviscous fluid in a rectangular (usually square) lid-driven cavity. The boundary conditions are indicated in the Fig. 36a. The gravity is set to zero.

In the standard case, the upper side of the cavity moves in its own plane at unit speed, while the other sides are fixed. This thereby introduces a discontinuity in the boundary conditions at the two upper corners of the cavity and yields an uncertainty as to which boundary (side or top) the corner points belong to. We therefore avoid this issue altogether by prescribing the horizontal velocity of the lid as follows:

\[ u(x) = x^2(1 - x)^2. \]  (70)

In this case the velocity and its first derivative is continuous at the corners. This is the so-called regularised lid-driven cavity problem (Pinelli and Vacca, 1994).

This benchmark is usually discussed in the context of low to very high Reynolds number with the full Navier–Stokes equations being solved (with the noticeable exception of Sani et al. (1981a, b); Chen et al. (1995); Eid (2005) which focus on the Stokes equation). In the case of the incompressible Stokes flow, the absence of inertia renders this problem instantaneous so that only one time step is needed. Since there is no analytical solution to this problem, and in order to compare my results to a reference, I have run the same setup with the mantle convection code ASPECT (Kronbichler et al., 2012) on a 2048 × 2048 grid with \( Q_2Q_1 \) elements, and thereafter use the obtained results as reference.

Figure 36b and c show the horizontal and vertical components of the velocity for a 32 × 32 grid while Fig. 36d exemplifies the so-called checkerboard pattern of the pressure. The (elemental) pressure field is perturbed by a spurious mode which must
be filtered out. Having done so, one can compare the (filtered) nodal pressure with the pressure obtained with ASPECT (which is linear continuous). Isocontours of both fields overlay each other which demonstrates the accuracy of the filtered pressure.

Also, as discussed for instance in (Gresho and Sani, 2000), models with even number of elements in each direction are more prone to develop these spurious modes. When the same simulation is run with a $33 \times 33$ grid, the elemental pressure does not show any checkerboard pattern (see Fig. 36f).

### 4.10 The falling sphere

In 1851, George Gabriel Stokes derived an expression, now known as Stokes’ law, for the frictional force (or drag force) exerted on a spherical object falling in an infinite continuous viscous fluid with a very low Reynolds number (Bachelor, 1967).

The analytic solution for the frictional drag on a sphere is

$$F_d = 6\pi \mu f r w$$

where $\mu_f$ is the viscosity of the fluid, $r$ is the radius of the sphere, and $w$ is the velocity of the sphere.

Also acting on the sphere is the buoyancy force:

$$F_g = \frac{4}{3} \pi r^3 (\rho_s - \rho_f) g$$

where $\rho_f$ is the density of the fluid and $\rho_s$ is the density of the sphere.

At terminal velocity, the frictional force $F_d$ on the sphere is balanced by the excess force $F_g$ due its negative buoyancy. Solving for the velocity yields:

$$w = \frac{2}{9} \frac{r^2}{\mu_f} (\rho_s - \rho_f) g. \quad \text{(73)}$$

When the boundaries are not infinitely far away, we can expand the solution in terms of the ratio of the radius of the sphere ($r$) to the radius of the cylinder ($R$) in which it...
is contained. The solution by Habermann (see Lindgren, 1999) gives a corrected drag force

\[ F_d = 6\pi\mu_f rw \frac{1 - 0.75857(r/R)^5}{1 + f_H(r/R)} \]  

(74)

where

\[ f_H(r/R) = -2.1050(r/R) + 2.0865(r/R)^3 - 1.7068(r/R)^5 + 0.72603(r/R)^6. \]  

(75)

Because of the symmetries of the problem we only have to simulate a quarter of the domain. The computational domain dimension was therefore chosen to be \( 4 \times 4 \times 8 \), with the center of the sphere at location \( r_c = (0,0,L_z/2) = (0,0,2) \) (see Fig. 37a). Free slip boundary conditions are used on the faces \( x = 0 \) and \( y = 0 \) while no-slip boundary conditions are used on all other boundaries. Zero velocities are imposed on all nodes of the FEM grid outside of the cylinder.

Choosing \( \rho_f = 1, \rho_s = 2, \mu_f = 1, \mu_s = 10^4, r = 1, R = 4 \) yields a terminal velocity of \( w_{th} \approx 0.11227847 \).  

(76)

The penalty parameter is set to \( \lambda = 10^8 \) if the direct solver is used or set to \( \lambda^* = 10 \) if the iterative solver AGMG is used. Both density and viscosity are directly prescribed on the grid nodes.

The maximum downgoing velocity of the sphere was measured for regular grids ranging from \( 16 \times 16 \times 32 \) elements (\( N = 26611 \)) to \( 64 \times 64 \times 128 \) (\( N = 1635075 \)) elements (see Fig. 37).

Relative velocity errors are shown in Fig. 38 and show that the error decreases nearly linearly with the decreasing element size. Also, I have made use of the grid stretching option in order to get a finer grid close to the sphere and results are systematically better than in the case of the regular grid, as expected. Conversely, the elemental 2006
pressure at the top and bottom are found to be very close to $-4$ and $+4$ respectively as one expects.

In Fig. 39 is plotted the relative residual as output by AGMG in the case of the $32 \times 32 \times 64$ grid with and without using the diagonal preconditioner. One sees that this simple preconditioner actually reduces the number of iterations by about $30\%$, which shortens the solve time by approx. $20\%$.

**4.11 3-D polynomial solution**

This benchmark begins by postulating a polynomial solution to the 3-D Stokes equation (Dohrmann and Bochev, 2004):

\[
\mathbf{v} = \begin{pmatrix} x + x^2 + xy + x^3y \\ y + xy + y^2 + x^2y^2 \\ -2z - 3xz - 3yz - 5x^2yz \end{pmatrix}
\]

and

\[
p = xyz + x^3y^3z - 5/32.
\]

While it is then trivial to verify that this velocity field is divergence-free, the corresponding body force of the Stokes equation can be computed by inserting this solution into the momentum equation with a given viscosity $\mu$ (constant or position/velocity/strain rate dependent) (see Appendix D). The domain is a unit cube and velocity boundary conditions simply use Eq. (77). Following Burstedde et al. (2013), the viscosity is given by the smoothly varying function

\[
\mu = \exp(1 - \beta(x(1 - x) + y(1 - y) + z(1 - z))).
\]

Choosing $\beta = 0$ yields a constant velocity $\mu = e^1$ (and greatly simplifies the right-hand side). One can easily show that the ratio of viscosities $\mu^\ast$ in the system follows $\mu^\ast = 2007$. 
\[ \exp(-3\beta/4) \] so that choosing \( \beta = 10 \) yields \( \mu^* \approx 1808 \) and \( \beta = 20 \) yields \( \mu^* \approx 3.269 \times 10^6 \).

I have set \( \lambda^* = 10, \chi_u = \chi_v = \chi_w = 10^{-12} \) and \( \chi_p = 10^{-8} \) and ran this experiment on grids ranging from \( 8^3 \) to \( 100^3 \) \( (N \approx 3.1 \times 10^6) \) for all three values of \( \beta \). Both solvers AGMG and WISMP were used and yielded nearly identical results, so that only results obtained with WISMP and for \( \beta = 20 \) are shown in Fig. 40: the \( L_1 \) and \( L_2 \) errors for both pressure and velocity decrease quadratically with the element size. Overall a dozen of outer iterations were required to bring the system to convergence.

5 An application to salt tectonics

Evaporites are mineral sediments which form as a result of evaporation of an oversaturated aqueous solution. It forms salt layers which occur in many basins observed on Earth (Hudec and Jackson, 2007).

Because evaporite is weak (compared to the surrounding rock beds) and buoyant, it flows easily, be it horizontally or vertically, due to pressure differences caused by active tectonics or overburden (Jackson et al., 1994; Brun and Fort, 2008, 2011). Salt layers are famous for their ability to form diapirs, which produce ideal locations for trapping petroleum. Indeed, salt is a low porosity medium which traps oil and gas during their migration towards the surface and a significant proportion of the world’s hydrocarbon reserves is found in structures related to salt tectonics, including many in the Middle East, the South Atlantic passive margins (Brazil, Gabon and Angola) and the Gulf of Mexico.

Understanding salt tectonics is therefore of great importance and the presence and effect of salt in stratigraphy has logically received attention from the numerical standpoint: from salt diapirs (Zaleski and Julien, 1992; van Keken et al., 1993; Poliakov et al., 1993b; Podlachikov et al., 1993; Ismail-Zadeh et al., 2004; Massimi et al., 2007) to the evolution of the Perdido Fold Belt in the Gulf of New Mexico (Gradmann et al., 2009; Gradmann and Beaumont, 2012), the evolution of the Scotian Basin (Albertz et al., 2008).
2010; Albertz and Beaumont, 2010) or the Zagros fold-and-thrust belt (Ghazian and Buiter, 2014) to cite but a few.

Salt is often found in thin layers at somewhat shallow depths, such as for instance in the Canyonlands of Utah, where grabens are found in the sediment cover that overlies a basal salt layer (Trudgill and Cartwright, 1994). Two-dimensional (Schultz-Ela and Walsh, 2002) and recently three dimensional (Allken et al., 2013) numerical models of this area have been constructed and have shown the importance of the salt layer thickness and properties to understand the structural evolution of the area.

Another example would be the triassic salt horizons in north Iberian basins which acted as decollements for mesozoic (half-)grabens, and subsequently for thin-skinned thrusting during Iberia–Europe collision (McClay et al., 2004; Jammes et al., 2010; Ferrer et al., 2012).

Numerical modelling of salt units in large systems (taking the whole lithosphere into account) requires very high resolution and this has led the models to be of a few kilometers in the vertical direction (typically ~ 10–15 km), thereby neglecting or crudely approximating the behaviour of the underlying crustal rocks. I hereafter present a model of salt tectonics at the crustal scale which models the extension of a preexisting basin filled with salt and sediments.

The setup is as follows: the computational domain represents a stretch of crust of size $150\,\text{km} \times 35\,\text{km}$. The crust is covered by a 1 km thick layer of salt itself covered by 2 km of sediments. Extensional boundary conditions are applied on each side of the system at $2\,\text{cm yr}^{-1}$.

Note that this setup does not necessarily aim at modelling true margins but rather aims at showcasing the code abilities to resolve salt tectonics on a larger scale than previously shown in the literature.

There are $1500 \times 250 = 375000$ elements in the system and a vertical stretching is applied so that the resolution in the salt and sediment layer is approximately 150 m. An initial average of 100 markers per element is used so that there are about 37 million tracers in the system.
To illustrate the ease of use of the code I reproduce in Appendix C the code instructions that the user needs to type in order to set the model up and run it successfully.

The time evolution of the system over 0.6 Myr is shown in Fig. 41. Contrary to many extensional numerical models, there is no weak seed or zone to root the deformation at a given location in the domain. The random character of the tracer distribution and numerical roundoff errors lead to many angled shear zones in the upper brittle crust which progressively give way to more stable high-strain rate shear zones (Fig. 41f).

Note that in this model the absence of lithosphere and the flat impermeable lower boundary prevent any seaward margin tilt or large scale thermal/tectonic subsidence which have been proven to play a major role in rifted continental margins (Goteti et al., 2013). Also, the absence of ongoing sedimentation (and surface processes as a whole) during the deformation prevents sediment loading from altering the salt flow. Nevertheless, typical structural features pertaining to salt tectonics are observed.

6 Performance

ELEFANT can be run on a variety of machines, from laptops to supercomputers. In order to assess its performance, I will first look at the case when the code runs on a single core and then look at the case when the code is ran in parallel on multicore machines.

Since most machines of today share rather common characteristics in terms of processor frequency and RAM memory speed, sequential measurements on a high-end laptop computer, a powerful multi-core desktop computer and a cluster proved to be very similar. In light thereof, all the following plots (sequential and parallel) are obtained with the University of Utrecht’s Theoretical Geophysics group supercomputer GAIA (~ 1000 cores at 2.34 GHz, 2.88 Tb RAM memory, Qlogic InfiniBand). It is subdivided in 32 nodes containing each 32 cores. Some additional runs were carried on the ABEL computing cluster of the Oslo University.\(^\text{15}\)

\(^{15}\)http://www.uio.no/english/services/it/research/hpc/abel/
Note that all computations have been done with MUMPS 4.10.0 (using METIS 4.0.3) and that all libraries and the code itself were compiled with the gfortran 4.4.6 compiler.

At this point, it is worth noticing that since between 60 and 80% of the CPU time of a typical sequential run is spent solving the Stokes Matrix (see Fig. 18 of Thieulot, 2011), I hereafter focus on the performance of the MUMPS solver alone which accounts for most of the code CPU time.

MUMPS provides several possibilities for inputting the matrix: the matrix can be supplied in *elemental* format and must then be input centrally on the host (some form of node connectivity is then provided to the solver and MUMPS does the assembly itself) or it can be supplied in *assembled* format in coordinate form (the user needs to program the assembly process). Both methods are implemented in ELEFANT and tested hereafter. The first one is further discussed in Thieulot and L'Excellent (2014).

### 6.1 Sequential performance

In Fig. 42 is shown the time necessary to carry out one full solve (analysis + factorisation + backsubstitution) of the FEM matrix as a function of the number of degrees of freedom $N$ on both GAIA and ABEL. One sees that for a given number of dofs MUMPS solve time takes different values whether the matrix stems from two- or three-dimensional simulations, which can be easily explained by their bandwidth differences (due to the stencil). The solve time for a 2-D problem scales like $N^{1.33}$ while the solve time for a 3-D problem is proportional to $N^{1.67}$ (as observed in May et al., 2013).

The needed memory (as returned by MUMPS) to solve a system as a function of its size $N$ is shown in Fig. 43: the memory for a 2-D matrix scales like $N^{1.11}$ while the memory for a 3-D matrix scales like $N^{1.35}$. Also on the figure are shown various lines which indicates typical memory values which users might find relevant. For instance, a computer with 2 Gb of RAM memory would allow at the very maximum 2-D systems with a grid of $800 \times 800$ elements ($N = 1283202$) or 3-D systems with a grid of $36 \times 36 \times 36$ elements ($N = 151959$). These values actually represent upper bounds since the operating system and the code itself also need a share of the computer memory.
Finally, even though the sparsity pattern of the matrix changes with grid aspect ratios (both $20 \times 100$ and $4 \times 500$ grids contain the same number of degrees of freedom), I have not found a significant change in the solver’s performance.

6.2 Parallel performance

In the current version of the code, parallelism is only present through the direct solver MUMPS, i.e. ELEFANT is not a massively parallel code: it is rather a sequential code which offers parallel matrix solve capabilities for improved performance.

In fact, ELEFANT is well suited for laptops, desktop computers or supercomputers up to a few dozen cores. Indeed, assuming that the total CPU time for a run can be decomposed as the sum of the time $T_S$ spent in the solver and the time $T_C$ spent in the rest of the code, and assuming a perfect scaling for the solver, the parallel total CPU time on nproc writes

$$T(nproc) = \frac{T_S}{nproc} + T_C. \quad (80)$$

This is of course Amdahl’s law (see for instance Eijkhout, 2014), which states that the speedup of a program using multiple processors in parallel computing is limited by the time needed for the sequential fraction of the program. For nproc above a few dozen, the time spent in the solver becomes small compared to the rest and drops to a few percents of the total CPU time, thereby rendering the use of more processors useless.

MUMPS can be configured in such a way that the main thread does not participate in the computations, a feature which can be useful if the main thread available memory is greatly reduced by the allocated memory needed to run the code or other tasks. This feature (made available to the user from the input file) was tested and no significant performance alteration was observed so that the host processor was set to participate in all the calculations.

I focus in what follows on strong scaling measurements, i.e. the problem size stays fixed but the number of processing elements is increased.
A MUMPS matrix solve is decomposed in three steps: analysis, factorisation and backsubstitution. At the time of writing, no domain decomposition is implemented in the code so that the matrix is built/assembled on the host processor. The analysis of the matrix is carried out sequentially on the host too and can take up to ∼ 100 s for very large systems. However, the analysis is based on the matrix structure and not on its coefficients so that it only needs to be done once and thereby renders its cost negligible in the context of hundreds or even thousands of time steps.

The backsubstitution (also simply called solution) is carried out in parallel but its cost remains anyways negligible compared to the factorisation phase cost, and drops below a second for the largest 3-D systems with more than 20 CPUs.

The factorisation is the one phase which is the most CPU and memory intensive, and its parallel scaling is therefore of paramount importance.

In Figs. 44–46 are shown the analysis, factorisation and solution times of various 2-D and 3-D matrices for numbers of CPUs ranging from 1 to 128, as well as the average allocated memory per process (Fig. 47).

In all cases, the FEM matrix is extremely sparse: the 2000 × 2000 grid leads to a matrix with 8008002° of freedom but only counts 144048004 nonzero terms, which account for less than 0.0000022% of the matrix entries. In 3-D, there are approximately 64 million non-zero terms in the matrix corresponding to the 64 × 64 × 64 grid which counts 823875° of freedom, i.e. ∼ 10^{-8} % of the matrix entries.

From all figures, it is clear that scaling is linear up to 32 cores. Past this value, the solver no more runs on a shared memory architecture since multiple nodes of the cluster are requested, connected through an infiniband interconnect. As a consequence, there is a jump observed in the curves at nproc = 32.

Comparing the assembled and the elemental matrix input formats, one sees that (a) for the analysis the use of an already assembled matrix can be up to 50 % faster than the use of the elemental format; (b) the factorisation phase is substantially faster when the elemental input is used.
It is found that for both 2-D and 3-D matrices the factorisation phase scales like \( N^{-0.7} \) and that the solution phase scales like \( N^{-0.55} \). In 2-D, the average memory per processor scales like \( N^{-0.73} \) while it scales like \( N^{-0.85} \) in 3-D.

Note that MUMPS offers out-of-core capabilities which have not been tested.

7 Conclusions

In this work, I have presented the code ELEFANT, an ALE formulated thermo-mechanically coupled Finite Element code which uses the Marker-in-Cell approach.

It was found that ELEFANT passed all benchmarks which altogether tested the FEM implementation, the incompressible nature of the flow, the plasticity criterion, the thermo-mechanical coupling, the use of various iterative solvers and the implementation of the free surface. Even though the used finite element is know to yield potentially problematic pressure fields, these were shown to be usable in the context of pressure-dependent plasticity criteria and to converge towards expected analytical solutions. The code was shown to converge when grid resolutions were increased and was found to compare favourably with other codes.

I have further assessed the performance of the direct solver MUMPS used to solve the Stokes system. It was found to scale well in parallel and to allow for high resolution simulations in two-dimensions and somewhat limited resolution simulations in three-dimensions.

It was finally shown how a simple salt tectonics experiment could be run and that the observed geological structures matched those observed on Earth to first order.

At the time of writing, ELEFANT is a platform on which future users can build. It already comes with an array of measurements (root mean square velocity and temperature, free surface elevation, slope, uplift rate, gravity anomaly calculations, heat flux, pTt-paths, ...) which can be expanded to suite the user's needs.

When using a direct solver, ELEFANT is mostly limited in three dimensions by the memory requirements which, as shown in Sect. 6, grow extremely fast with resolution.
As it is, the code can easily run large simulations containing 512,000 elements, which for instance could correspond to a $80^3$ or a $160 \times 160 \times 20$ grid (i.e. up to a 1.6–1.8 million dofs). However, $100^3$ grids remain nearly intractable. When using an iterative solver, the memory limitation is alleviated but the outer iterations may converge very/too slowly for practical use. Nevertheless, the presented 3-D benchmark with high viscosity ratios show that grids of the order of $128^3$ elements ($\sim$ 6.5 million dofs) are tractable.

Other massively parallel codes, such as CITCOM, ASPECT, LAMEM, UNDERWORLD, PTATIN to cite a few can tackle much larger systems and I have listed in Table 5 a few dozens or so published articles of the past four years involving 3-D numerical modelling at lithospheric-scale (typically involving rifting or subduction) alongside the resolution that was used (measured in elements or cells). While this list is not meant to be extensive, it represents fairly accurately the state-of-the-art and one sees that the algebraic system sizes used with ELEFANT in the present article compare nicely with those used in the current literature. The discussion on parallel scaling and total run times for these models is however voluntarily left out as it would represent a substantial body of work which is outside of the scope of the present work.

The present article is intended to present the code in a thorough and centralised manner. ELEFANT has already been used in several scientific publications: it served as a representative code for the Marker-in-Cell technique in a work investigating the use of Level Set Functions in geodynamics (Hillebrand et al., 2014) and in another work about the ASPECT code (Thieulot et al., 2014a); it was used to carry out some simple modelling of the Ethiopian rift (Philippon et al., 2014), run benchmark subduction models Quinquis et al. (2014) and brittle wedges models (Buiter et al., 2014), and to look at subduction initiation near ocean ridges (Maffione et al., 2014); finally it was used alongside many other codes to carry out two- and three-dimensional slab detachment experiments (Thieulot et al., 2014b).

At the time of writing, ELEFANT is also being used in several Earth Science research institutes in Europe and North-America on problems such as rifting, subduction both in 2-D and 3-D, and at the Utrecht University for teaching/training purposes.

2015
7.1 ELEFANTs

ELEFANT has recently been branched into ELEFANTS, which is a two-dimensional cylindrical geometry code destined to study mantle convection. It has been satisfactorily benchmarked against other well established mantle codes in Davies et al. (2014) for the incompressible Boussinesq and Extended Boussinesq flow formulation.

ELEFANTS uses the same Finite Element algorithms as ELEFANT but due to the cylindrical geometry of the domain and the Cartesian coordinates on which the code relies, the normal and tangential vectors to the elements are not necessarily aligned with the coordinates system. The free slip boundary conditions for each node lying on the inner or outer boundary are therefore imposed by means of a local transformation. When needed, the rotational null mode is removed after each solve as explained in Zhong et al. (2008).

In Fig. 48 are shown time frames of a simple convection experiment analogous to the one in the Aspect’s manual (http://aspect.dealii.org/).

Appendix A: FEM formulation of equations

The Galerkin finite element equation corresponding to Eq. (14) is

\[(K_\mu + K_\lambda) \cdot V = G\]  

(A1)
where in two dimensions (Schmalholz et al., 2008)

\[
\begin{align*}
 D_\mu &= \frac{1}{3} \mu \begin{pmatrix} 4 & -2 & 0 \\ -2 & 4 & 0 \\ 0 & 0 & 3 \end{pmatrix} \\
 D_\lambda &= \lambda \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\end{align*}
\]  
(A5)

and where \( N \) is the vector of shape functions, and \( B \) is the matrix of spatial derivatives of the shape functions.

The finite element equation corresponding to the heat transfer equation is

\[
M_c \cdot \frac{\partial T}{\partial t} + (K_a + K_d) \cdot T = F
\]  
(A6)
where
\[ M_c = \int_\Omega N^T \rho c_p N \, d\Omega \] \hspace{1cm} (A7)

\[ K_a = \int_\Omega (N^*)^T \rho c_p \mathbf{v} \cdot \mathbf{B} \, d\Omega \] \hspace{1cm} (A8)

\[ K_d = \int_\Omega \mathbf{B}^T k \mathbf{B} \, d\Omega \] \hspace{1cm} (A9)

\[ F = \int_\Omega N^T H \, d\Omega \] \hspace{1cm} (A10)

and where \( \mathbf{T} \) is the vector of the nodal temperatures,

In the case where advection dominates over diffusion, the standard Galerkin approach of the advection term leads to problematic oscillations, and a stabilisation scheme is needed. A streamline-upwind Petrov–Galerkin (SUPG) method is therefore implemented, which translates in the modified \( N^* \) term in Eq. (A8):

\[ (N^*)^T = N^T + \tau \mathbf{v} \cdot \mathbf{B} \] \hspace{1cm} (A11)

where \( \tau \) a dimensionless parameter. The case \( \tau = 0 \) is equivalent to the Bubnov-Galerkin method. The choice of the parameter \( \tau \) in the context of FEM stabilisation schemes is discussed in Tezduyar and Osawa (2000) and is calculated as follows:

\[ \tau = \left( \frac{1}{(\tau_1)^r} + \frac{1}{(\tau_2)^r} + \frac{1}{(\tau_3)^r} \right)^{-1/r} \] \hspace{1cm} (A12)

with often \( r = 1 \) or \( r = 1/2 \) and

\[ \tau_1 = \frac{h}{2|\mathbf{v}|} \quad \tau_2 = \theta \, dt \quad \tau_3 = \frac{h^2 \rho c_p}{k} \] \hspace{1cm} (A13)
where \( h \) is a measure of the element size and \( \theta \) is related to the time discretisation scheme (\( \theta = 1/2 \) in this case as it corresponds to the implemented mid-point implicit scheme, see for instance Braun, 2003).

**Appendix B: The Aspect and Sepran codes**

Aspect (short for Advanced Solver for Problems in Earth’s ConvecTion) is a code intended to solve the equations that describe thermally driven convection with a focus on doing so in the context of convection in the Earth mantle (Kronbichler et al., 2012). Aspect solves a system of equations in a two- or three-dimensional domain that describes the motion of a highly viscous fluid driven by differences in the gravitational force due to a density that depends on the temperature. Aspect is built on numerical methods that are at the forefront of research in all areas (adaptive mesh refinement, linear and nonlinear solvers, stabilization of transport dominated processes). This implies complexity in the algorithms, but also guarantees highly accurate solutions while remaining efficient in the number of unknowns and with CPU and memory resources. Multiphase flow and nonlinear visco-plastic rheologies have been recently implemented and tested (Glerum et al., 2014; Thieulot et al., 2014b).

**SEPRAN** (Segal and Praagman, 2005; van den Berg et al., 2012) is a Fortran-based multi-purpose Finite Element package developed by SEPRRA engineering company in cooperation with the department of applied mathematics of Delft Technical University starting in the early 1980s. The package has been used for 25 yr in the education and research program at Utrecht University and many students have used the package in their work dealing with numerical modelling in geodynamics. **SEPRAN** is available for a range of platforms including Linux/Unix and Microsoft Windows. It contains a mesh generator with a flexible scripting interface for general 2-D and 3-D mesh configurations.

The package provides tools for a range of applications in science and engineering, including second order elliptic, parabolic and hyperbolic equations, suitable for mechani-
cal problems dealing with linear elasticity and for flow problems for both incompressible and compressible viscous media.

It has been recently coupled with a level set method algorithm (Hillebrand et al., 2014), has been used to study the effects of obliquity and curvature of subduction zones (Bengtson and van Keken, 2012), the evolution of the slab in the western Mediterranean region (Chertova et al., 2014), and has been used in the study of slab detachments (Thieulot et al., 2014c).

Appendix C: The salt tectonics input file

What follows is a list of the necessary parameters to run the salt tectonics model of Sect. 5. These parameters are conveniently centralised in a single fortran file.

Lx=150.d3 ! domain size
Ly=35.d3
ncellx=800 ! nb of elements
ncelly=125
penalty=1.d31 ! penalty coeff lambda
nstep=10000 ! max # of time steps
niter=25 ! max # nl iterations
use_courant=.true. ! use Courant cond.
courant_nb=0.1 ! Courant number
useStretch_y=.true. ! allows stretching
stretch_type_y=3 ! stretch type
alpha_y=0.6 ! pertaining coefficient
tfinal=2.6d6*year ! model run time
vel1=2.5d0*cm/year ! applied vel bc
fix_bc1_u=.true. ! left bc
bcl_u=-vel1

2020
fix_bc2_u=.true. ! right bc
c2_u=+vel1
fix_bc3_v=.true. ! bottom bc
c3_v=0
use_T=.true. ! temperature is used
fix_bc3_T=.true. ! bottom Temp bc
c3_T=550+273.15
fix_bc4_T=.true. ! bottom Temp bc
c4_T=0+273.15

The list of materials must be specified in an other file as follows:

nmat=3
mat(1)=sediment
mat(2)=rocksalt
mat(3)=wetquartz

Note that these three material names correspond to a set of parameters (cohesion, angle of friction, density, activation energy, etc ...) taken from the literature and compiled into a library.

Their initial layout is carried out in a third routine which loops over all markers and assigns them a material number, i.e. 1, 2, or 3.

Appendix D: Body force derivation of the 3-D polynomial solution benchmark

The body forces corresponding to the prescribed velocity and pressure fields as specified in Sect. 4.11 are given by:
\[ f = - \left( \begin{array}{c}
yz + 3x^2y^3z \\
xz + 3x^3y^2z \\
xy + x^3y^3
\end{array} \right) + \mu \left( \begin{array}{c}
2 + 6xy \\
2 + 2x^2 + 2y^2 \\
-10yz
\end{array} \right) \\
-(1 - 2x)\beta\mu \left( \begin{array}{c}
2 + 4x + 2y + 6x^2y \\
x + y + 2xy^2 + x^3 \\
-3z - 10xyz
\end{array} \right) \\
-(1 - 2y)\beta\mu \left( \begin{array}{c}
2 + 2x + 4y + 4x^2y \\
x + y + 2xy^2 + x^3 \\
-3z - 5x^2z
\end{array} \right) \\
-(1 - 2z)\beta\mu \left( \begin{array}{c}
-3z - 10xyz \\
-3z - 5x^2z \\
-4 - 6x - 6y - 10x^2y
\end{array} \right) \] 

Acknowledgements. I wish to thank the following people for their input, their questions, their knowledge or their time which ultimately lead me to be able to carry out this work and make ELEFANT the tool that it is today. In alphabetical order: V. Allken, A. van den Berg, S. Strandskog Arnesen, W. Austmann, C. Beaumont, J. Braun, L. Cornelis, M. Dabrowski, R.S. Huismans, P. Fullsack, T. Geenen, R. Gray, B. Hillebrand, D.J.J. van Hinsbergen, S. Jammes, W. Landry, D. May, E. Mulyukova, M. Philippon, M. Quinquis, S. Schmalholz, W. Spakman, Ph. Steer, C. Warren, P. Yamato, T. van Zessen, and O. van Zomeren. F. Crameri, P. van Keken and H. Schmeling are especially thanked for sharing their data. I am particularly indebted to A. Glerum, L. van de Wiel and I. van Zelst who read this work at various stages and helped improving it substantially. The author acknowledges support from ISES through the use of the GAIA supercomputer and benefitted of an ERC Advanced Investigator Grant awarded to Trond Torsvik & CEED, Univ. of Oslo, Norway.
References


Braun, J. and Beaumont, C.: Three-dimensional numerical experiments of strain partitioning at oblique plate boundaries: implications for contrasting tectonic styles in the southern Coast


2028


Kaus, B.: Modelling approaches to geodynamic processes, PhD thesis, ETH Zurich, Zurich, 2005. 1951


2034
Mason, W., Moresi, L., Betts, P., and Miller, M.: Three-dimensional numerical models of the influence of a buoyant oceanic plateau on subduction zones, Tectonophysics, 483, 71–79, 2010. 2048


2036


Quinquis, M. E., Buiter, S. J., and Ellis, S.: The role of boundary conditions in numerical models of subduction zone dynamics, Tectonophysics, 497, 57–70, 2011. 1951, 1977


Table 1. Nomenclature.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning and dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>power-law initial constant ($\text{Pa}^{-n}\text{s}^{-1}$)</td>
</tr>
<tr>
<td>$c_p$</td>
<td>heat capacity ($\text{J kg}^{-1}\text{K}^{-1}$)</td>
</tr>
<tr>
<td>$g$</td>
<td>gravity acceleration vector ($\text{m s}^{-2}$)</td>
</tr>
<tr>
<td>$H$</td>
<td>heat production ($\text{W m}^{-3}$)</td>
</tr>
<tr>
<td>$k$</td>
<td>heat conductivity ($\text{W m}^{-1}\text{K}^{-1}$)</td>
</tr>
<tr>
<td>$L_x$, $L_y$, $L_z$</td>
<td>domain size (m)</td>
</tr>
<tr>
<td>$n$</td>
<td>power-law creep exponent</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure (Pa)</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant ($\text{J K}^{-1}\text{mol}^{-1}$)</td>
</tr>
<tr>
<td>$s$</td>
<td>deviatoric stress vector (Pa)</td>
</tr>
<tr>
<td>$T$, $T_0$</td>
<td>temperature (K)</td>
</tr>
<tr>
<td>$v = (u, v, w)$</td>
<td>velocity ($\text{m s}^{-1}$)</td>
</tr>
<tr>
<td>$V$</td>
<td>power-law activation volume ($\text{m}^3\text{mol}^{-1}$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>thermal expansion coefficient ($\text{K}^{-1}$)</td>
</tr>
<tr>
<td>$dt$</td>
<td>time step (s)</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>strain rate tensor ($\text{s}^{-1}$)</td>
</tr>
<tr>
<td>$\varepsilon$, $\varepsilon_1$, $\varepsilon_2$</td>
<td>strain</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>penalty coefficient (Pa s)</td>
</tr>
<tr>
<td>$\mu$, $\mu_{\text{min}}$, $\mu_{\text{max}}$, $\mu_{\text{eff}}$</td>
<td>viscosity (Pa s)</td>
</tr>
<tr>
<td>$\phi$, $\phi_{\infty}$</td>
<td>angle of internal friction</td>
</tr>
<tr>
<td>$\rho$, $\rho_0$</td>
<td>mass density ($\text{kg m}^{-3}$)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>stress tensor (Pa)</td>
</tr>
<tr>
<td>$c$, $c_{\infty}$</td>
<td>cohesion (Pa)</td>
</tr>
</tbody>
</table>
### Table 2. List of numerical models and experiments run.

<table>
<thead>
<tr>
<th>Experiments and models</th>
<th># dim</th>
<th>nonlinear material(s)</th>
<th>free surface</th>
<th>temperature solve</th>
<th>multi-phase</th>
<th>large $\mu$ contrast</th>
<th>analytical solution</th>
<th>numerical comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indenter</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Brick</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shear bands fractals</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rayleigh–Taylor instability</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thin layer entrainment</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Poiseuille flow</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Subduction</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SolCx, SolKz, SolVi</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Topography evolution</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mantle convection</td>
<td>2 and 3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lid driven cavity</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Falling sphere</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Salt tectonics (Sect. 5)</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3-D polynomial solution</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
**Table 3.** Steady state Nusselt number and $V_{\text{rms}}$ measurements as reported in the literature and obtained with ELEFANT on a 200 × 200 grid.

<table>
<thead>
<tr>
<th>$Ra$</th>
<th>$V_{\text{rms}}$</th>
<th>Tackley (1994)</th>
<th>King (2009)</th>
<th>ELEFANT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^4$</td>
<td>42.864947 ± 0.000020</td>
<td>42.775 (0.2 %)</td>
<td>42.867 (0.005 %)</td>
<td>42.867 (0.01 %)</td>
</tr>
<tr>
<td></td>
<td>4.884409 ± 0.000010</td>
<td>4.878 (0.1 %)</td>
<td>4.885 (0.02 %)</td>
<td>4.882 (0.05 %)</td>
</tr>
<tr>
<td>$10^5$</td>
<td>193.21454 ± 0.00010</td>
<td>193.11 (0.05 %)</td>
<td>193.248 (0.02 %)</td>
<td>193.255 (0.02 %)</td>
</tr>
<tr>
<td></td>
<td>10.534095 ± 0.000010</td>
<td>10.531 (0.03 %)</td>
<td>10.536 (0.02 %)</td>
<td>10.507 (0.26 %)</td>
</tr>
<tr>
<td>$10^6$</td>
<td>833.98977 ± 0.00020</td>
<td>833.55 (0.05 %)</td>
<td>834.353 (0.04 %)</td>
<td>834.712 (0.08 %)</td>
</tr>
<tr>
<td></td>
<td>21.972465 ± 0.000020</td>
<td>21.998 (0.1 %)</td>
<td>21.981 (0.04 %)</td>
<td>21.695 (1.2 %)</td>
</tr>
</tbody>
</table>
**Table 4.** Velocity and temperature measurements in dimensionless form as published by various authors and obtained with ELEFANT for various resolutions. (Note that O’Neill et al. (2006) do carry out the benchmark but do not provide actual numbers.) Tr. and H. stands for Trompert and Hansen (1998). The authors state: “[...] a 32 × 32 × 32 grid is used, uniform in the horizontal directions and nonuniform vertically, with refinement in the thermal boundary layers where the largest cell size is 0.0425, 3.5 times larger than the smallest”. Kr. et al. stands for Kronbichler et al. (2012). These authors report that the mesh leads to about 570 k temperature dofs, implying that second order elements were used.

<table>
<thead>
<tr>
<th></th>
<th>B. et al.</th>
<th>Tr. and H.</th>
<th>Kr. et al.</th>
<th>ELEFANT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32 × 32 × 32</td>
<td>48 × 30 × 48</td>
<td>24 × 14 × 24</td>
<td>32 × 19 × 32</td>
</tr>
<tr>
<td># dofs</td>
<td>570 k</td>
<td>9 k</td>
<td>21 k</td>
<td>71 k</td>
</tr>
<tr>
<td>Nu</td>
<td>3.5374</td>
<td>3.545</td>
<td>3.5397</td>
<td>3.510 (0.7 %)</td>
</tr>
<tr>
<td>( \nu_{rms} )</td>
<td>40.999</td>
<td>41.09</td>
<td>40.999</td>
<td>41.126 (0.3 %)</td>
</tr>
<tr>
<td>( w(0,0,h/2) )</td>
<td>116.625</td>
<td>116.79</td>
<td>116.623</td>
<td>115.172 (1.2 %)</td>
</tr>
<tr>
<td>( T(0,0,h/2) )</td>
<td>0.80130</td>
<td>0.7997</td>
<td>0.80129</td>
<td>0.798 (0.4 %)</td>
</tr>
<tr>
<td>( Q(0,0,h) )</td>
<td>6.7127</td>
<td>6.7767</td>
<td>6.7189</td>
<td>6.600 (1.7 %)</td>
</tr>
<tr>
<td>( Q(a,b,h) )</td>
<td>0.7140</td>
<td>0.7120</td>
<td>0.7174</td>
<td>0.712 (0.3 %)</td>
</tr>
</tbody>
</table>
Table 5. List of authors, publication topics and corresponding grid resolutions. This list is not exhaustive.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>topic</th>
<th>resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballmer et al. (2010)</td>
<td>Small-scale sublithospheric convection in the Pacific</td>
<td>448 × 56 × 64</td>
</tr>
<tr>
<td>Stegman et al. (2010)</td>
<td>Migration and morphology of subducted slabs in the upper mantle</td>
<td>50 × 50 × 25</td>
</tr>
<tr>
<td>Pysklywec et al. (2010)</td>
<td>Subduction scissor across the South Island of New Zealand</td>
<td>17 × 9 × 9</td>
</tr>
<tr>
<td>Mason et al. (2010)</td>
<td>Influence of a buoyant oceanic plateau on subduction zones</td>
<td>80 × 40 × 80</td>
</tr>
<tr>
<td>Capitanio et al. (2011)</td>
<td>Subduction dynamics, origin of Andean orogeny and the Bolivian orocone</td>
<td>96 × 96 × 64</td>
</tr>
<tr>
<td>Ellis et al. (2011)</td>
<td>Feedback between rifting and diapirism, ultrahigh-pressure rocks exhumation</td>
<td>100 × 64 × 20</td>
</tr>
<tr>
<td>Allken et al. (2011)</td>
<td>Numerical modeling of upper crustal extensional systems</td>
<td>160 × 160 × 12</td>
</tr>
<tr>
<td>Allken et al. (2012)</td>
<td>Rift interaction in brittle-ductile coupled systems</td>
<td>160 × 160 × 23</td>
</tr>
<tr>
<td>Pourhiet et al. (2012)</td>
<td>Kinematic interpretation of the 3-D shapes of metamorphic core complexes</td>
<td>67 × 67 × 33</td>
</tr>
<tr>
<td>Jadamec and Billen (2012)</td>
<td>Role of rheology and slab shape on rapid mantle flow: the Alaska slab edge</td>
<td>960 × 648 × 160</td>
</tr>
<tr>
<td>Capitanio and Faccenda (2012)</td>
<td>Complex mantle flow around heterogeneous subducting oceanic plates</td>
<td>96 × 96 × 64</td>
</tr>
<tr>
<td>Brune et al. (2012)</td>
<td>Oblique rifting and continental break-up</td>
<td>150 × 50 × 30</td>
</tr>
<tr>
<td>Betts et al. (2012)</td>
<td>Influence of mantle plume head on dynamics of a retreating subduction zone</td>
<td>80 × 40 × 80</td>
</tr>
<tr>
<td>Brune and Autin (2013)</td>
<td>Rift to break-up evolution of the Gulf of Aden</td>
<td>83 × 83 × 10</td>
</tr>
<tr>
<td>Brune et al. (2013)</td>
<td>Thermo-mechanical impact of plume arrival on continental break-up</td>
<td>100 × 70 × 20</td>
</tr>
<tr>
<td>Capitanio and Replumaz (2013)</td>
<td>Subduction and slab breakoff controls on Asian indentation tectonics</td>
<td>96 × 96 × 64</td>
</tr>
<tr>
<td>Faccenda and Capitanio (2013)</td>
<td>Modeling of upper mantle deformation and SKS splitting calculations</td>
<td>96 × 64 × 96</td>
</tr>
<tr>
<td>Schellart and Moresi (2013)</td>
<td>Backarc extension/shortening, slab induced toroidal/poloidal mantle flow</td>
<td>352 × 80 × 64</td>
</tr>
<tr>
<td>Malatesta et al. (2013)</td>
<td>Sediment transports in the context of oblique subduction modelling</td>
<td>500 × 164 × 100</td>
</tr>
<tr>
<td>Zhu et al. (2013)</td>
<td>Crustal growth at active continental margins</td>
<td>404 × 164 × 100</td>
</tr>
<tr>
<td>Lechmann et al. (2013)</td>
<td>Dynamics of India–Asia collision</td>
<td>257 × 257 × 33</td>
</tr>
<tr>
<td>Whipp et al. (2014)</td>
<td>Strain-partitioning in the Himalaya</td>
<td>256 × 256 × 40</td>
</tr>
<tr>
<td>Li et al. (2013)</td>
<td>Collision of continental corner from 3-D numerical modeling</td>
<td>500 × 340 × 164</td>
</tr>
<tr>
<td>Püthe and Gerya (2014)</td>
<td>Dependence of mid-ocean ridge morphology on spreading rate</td>
<td>196 × 196 × 100</td>
</tr>
<tr>
<td>Faccenda (2014)</td>
<td>Mid mantle seismic anisotropy around subduction zones</td>
<td>197 × 197 × 53</td>
</tr>
<tr>
<td>Heine and Brune (2014)</td>
<td>Oblique rifting of the Equatorial Atlantic</td>
<td>120 × 80 × 20</td>
</tr>
<tr>
<td>Moresi et al. (2014)</td>
<td>Dynamics of continental accretion</td>
<td>256 × 96 × 96</td>
</tr>
<tr>
<td>Püthe et al. (2014)</td>
<td>Thrust wedges: infl. of decollement strength on transfer zones</td>
<td>309 × 85 × 149</td>
</tr>
<tr>
<td>Thieulot et al. (2014c)</td>
<td>modelled crustal systems undergoing orogeny and subjected to surface processes</td>
<td>96 × 32 × 14</td>
</tr>
<tr>
<td>Fernandez and Kaus (2014)</td>
<td>Fold interaction and wavelength selection in 3-D models of multilayer folding</td>
<td>257 × 257 × 13</td>
</tr>
</tbody>
</table>

this work 3-D polynomial solution, falling sphere 100 × 100 × 100
Figure 1. Examples of grid stretching which allows for a much higher resolution in a targeted area of the computational domain.
Fig. 2. Example of a Stokes sphere sinking and the computed velocity field. (a) Free slip boundary conditions on all sides; (b) both \( y = 0 \) and \( y = L_y \) walls are subjected to open boundary conditions.
Figure 3. (a) Setup of the experiment. Box dimension is $L_x \times L_y = 1 \times 1$. Gravity is $g = (0, -1)^T$. The normal stress $\sigma = \rho g L_y$ is imposed at the bottom boundary (indicated by the arrows). (b) Computational domain after equilibration in the case where the column is heavier than the surrounding fluid; (c) domain after equilibration when the column is lighter. Dashed lines indicate the expected height of the column. The viscosity of the blue fluid is 1 while the viscosity of the red fluid is $10^4$ which allows for a rigid-column like behaviour.
Figure 3. a) setup of the experiment. Box dimension is $L \times Ly = 1 \times 1$. Gravity is $g = (0, 1)^T$. The normal stress $\sigma = \rho g Ly$ is imposed at the bottom boundary (indicated by the arrows). b) computational domain after equilibration in the case where the column is heavier than the surrounding fluid; c) domain after equilibration when the column is lighter. Dashed lines indicate the expected height of the column. The viscosity of the blue fluid is 1 while the viscosity of the red fluid is $10^4$ which allows for a rigid-column like behaviour.

Figure 4. Zalesak disk experiment at times (a) $t = 0$, (b) $t = 0.25$, (c) $t = 0.5$, (d) $t = 0.75$ with $W = 0.05$, $H = 0.2$. The disk is centered at location $(x_0, y_0) = (0.5, 0.75)$ and has a radius $R = 0.15$. Only the very dense cloud of markers tracking the disk are shown. The domain size is $L_x = L_y = 1$. A grid of $100 \times 100$ elements is used, and the Courant number is fixed to $C = 0.5$. 100 markers per element are initially prescribed.
Figure 5. Computed generalised average of randomly generated viscosities.
Figure 6. (a) Material and velocity fields at $t = 2\text{Myr}$ with $\delta t = 1000\text{yr}$; (b) material and velocity fields at $t = 0.5\text{Myr}$ with $\delta t = 4000\text{yr}$ in the absence of stabilisation. ALE algorithm is used and stabilisation is applied to the upper row of elements. The red fluid is characterised by $\rho = 3300\text{kg m}^{-3}$ and $\mu = 10^{21}\text{Pa s}$ and overlays the blue fluid characterised by $\rho = 3200\text{kg m}^{-3}$ and $\mu = 10^{20}\text{Pa s}$. The domain is $500\text{km} \times 500\text{km}$ and the initial interface is a sinusoidal shape of $5\text{km}$ amplitude. Lateral boundary conditions are free slip, bottom is no-slip and the top boundary is a free surface. The grid counts $200 \times 200$ elements and each element counts an average of 16 markers.
Figure 7. Time evolution of the vertical coordinate of the free surface point most right as a function of time and for various time steps.
Figure 8. Indenter experiment: (a) sketch of the applied boundary conditions and the expected slip-lines; (b) velocity vector magnitude; (c) effective viscosity; (d) strain rate field (square root of the second invariant) in the case $\phi = 0^\circ$; (e) strain rate field when the angle of friction is set to $20^\circ$. 
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Figure 9. Indenter experiment: the left panel shows the elemental and nodal pressure values measured at the free surface in the case of a so-called rough punch (vertical component of the velocity under the punch set to zero), while the right panel shows the same fields in the case of a smooth punch (vertical component of the velocity under the punch left free).
Figure 10. (a) Setup of the brick experiment; (b) shear bands for $\phi = 0^\circ$; (c) shear bands for $\phi = 20^\circ$ in a system in compression; (d) shear bands for $\phi = 20^\circ$ in a system in extension.
**Figure 11.** Brick experiment: effect of friction angle on resulting shear band angle. The grey area indicates a ±1.5° domain around the analytical Coulomb value.
Figure 12. Shear bands fractals experiment: (a) setup of the experiment; (b–g) shear band networks for various resolutions.
**Figure 13.** Shear bands fractals experiment: first, second, third and fourth normalised moments measured as a function of resolution.
Figure 13. Shear bands fractals experiment: First, second, third and fourth normalised moments measured as a function of resolution.

Figure 14. Rayleigh–Taylor instability experiment: (a–e) time evolution of the Rayleigh–Taylor instability experiment ($t = 0, 500, 1000, 1500, 2000$ respectively); (f) fluids interface as shown in van Keken et al. (1997) at time $t = 2000$. 
Figure 15. Rayleigh–Taylor instability experiment: root mean square velocity as a function of time.
Figure 16. Thin layer entrainment experiment: (a) thermal setup of the experiment. (b–e) snapshots of the tracer distribution and temperature field in the 120 × 60 grid experiment.
Figure 17. Thin layer entrainment experiment: root mean square velocity measurements at $t = 0$ as a function of the element diagonal size. The red square points correspond to resolutions where the number of elements in each direction was a multiple of 40 (i.e. $L_y/d$), so that no element would contain a mix of fluids 1 and 2. Pink points correspond to cases where the number of markers within each element was varied between 4 and 500 (random spatial distribution).
**Figure 18.** Thin layer entrainment experiment. Root mean square velocity as a function of time. All results presented in van Keken et al. (1997) are collapsed in dashed lines. All simulations were run with an initial marker density of 100 markers per element and with a Courant number of 0.25.
**Figure 19.** Poiseuille flow experiment: (a) velocity field; (b) computed pressure; (c) divergence field (no pressure iteration); (d) divergence field (1 pressure iteration).
Figure 20. Subduction benchmark: time evolution of the slab.
Figure 21. Subduction benchmark: slab tip depth as a function of time. “a” stands for arithmetic averaging, “g” for geometric and “h” for harmonic.
Figure 22. SolCx experiment: (a) viscosity field; (b) pressure field; (c) horizontal velocity field $u$; (d) vertical velocity field $v$. 
Figure 23. SolCx experiment: $L_2$ errors for various fields as a function of the elements size (grids ranging from 8 × 8 to 1024 × 1024).
Figure 24. SolKz experiment: absolute errors for various fields as a function of the elements size (grids ranging from $16 \times 16$ to $1250 \times 1250$).
Figure 25. SolVi experiment: (a) setup; (b) nodal pressure field; (c) horizontal velocity field; (d) vertical velocity field.
**Figure 26.** SolVi experiment: pressure measurements at \( y = 0 \) for various resolutions.
Figure 27. SolVi experiment: horizontal velocity component $u$ and elemental pressure error measurements in the $L_2$-norm as a function of the element size $h$. (a) stands for arithmetic averaging, (g) for geometric and (h) for harmonic.
Figure 28. Setup of the free surface relaxation benchmark.
Figure 29. Free surface relaxation benchmark: time evolution of the maximum of the topography for ELEFANT and two others codes (SULEC and UNDERWORLD, data from Crameri et al., 2012). Curves have been colored by viscosity and thick lines represent the results obtained with ELEFANT which mostly overlap the other curves, especially at low air viscosities.
Figure 30. Free surface relaxation benchmark: close-up of the maximum topography time evolution around the relaxation time as in Crameri et al. (2012) for different air viscosities.
**Figure 31.** Free surface relaxation benchmark: late stage of the topography as a function of time in the case of ALE.
Figure 32. 2-D mantle convection benchmark: temperature field at steady state for case 1a–c. White lines correspond to temperature 0.1–0.9 isocontours.
Figure 33. 2-D mantle convection benchmark: root mean square velocity as a function of time. Velocities have been adimensionalised by the reported steady state $V_{rms}$ obtained in Blankenbach et al. (1989) and times are multiplied by the Rayleigh number of each experiment for ease of plotting.
**Figure 34.** 2-D mantle convection benchmark: Nusselt number as a function of time for various grid resolutions (case 1a).
Figure 35. Temperature isocontours and velocity field for the 3-D convection benchmark.
**Figure 36.** Lid driven cavity experiment: (a) setup of the experiment; (b) and (c) horizontal and vertical velocity components on a $256 \times 256$ grid; (d) elemental pressure on a $32 \times 32$ grid; (e) smoothed pressure isocontours of ELEFANT (green), and pressure field and isocontours of ASPECT (pink); (f) elemental pressure field with a $33 \times 33$ grid.
Figure 37. (a) Materials in the computational domain; (b) vertical velocity field \( w \).
Figure 38. Measured sphere velocity relative error as a function of the element size. Results are obtained with MUMPS (constant penalty parameter) for both a regular and a stretched grid, and with AGMG (variable penalty parameter).
Figure 38. Measured sphere velocity relative error as a function of the element size. Results are obtained with MUMPS (constant penalty parameter) for both a regular and a stretched grid, and with AGMG (variable penalty parameter).

Figure 39. Relative residual as output by AGMG with a 32 × 32 × 64 grid for the first outer iteration with and without simple diagonal preconditioner.
Figure 40. 3-D polynomial solution: velocity and pressure errors in both $L_1$ and $L_2$ norms for $\beta = 20$. 
Figure 41. (a–d) Zoom of the strain rate and material fields at $t = 0$, 0.2, 0.4, and 0.6 Myrs. (e,f) Material and strain rate fields for the whole system where tectonic structures and the brittle-ductile transition have been highlighted. Crustal material rheology is of wet quartz type (Gleason and Tullis, 1995), salt and sediments properties are similar to those in Gradmann and Beaumont (2012).
**Figure 42.** Solve time (analysis + factorisation + backsubstitution) as a function of the number of degrees of freedom $N$ for both MUMPS formats as measured on GAIA and ABEL.
Figure 43. Memory needed by MUMPS as a function of the number of degrees of freedom $N$. 

- Slope = 1.11
- Slope = 1.35

The graph shows the memory (Mb) required by MUMPS as a function of the number of degrees of freedom $N$, with data points for 2D elemental, 2D assembled, 3D elemental, and 3D assembled methods.
Figure 44. Strong scaling measurements for the analysis for various 2-D and 3-D systems: $800^2$ ($N = 1283202$), $2000^2$ ($N = 8008002$), $32^3$ ($N = 107811$), and $64^3$ ($N = 823875$). “e” stands for elemental matrix input format while “a” stands for assembled matrix input format.
**Figure 45.** Strong scaling measurements for the factorisation for various 2-D and 3-D systems: $800^2$ ($N = 1283202$), $2000^2$ ($N = 8008002$), $32^3$ ($N = 107811$), and $64^3$ ($N = 823875$). “e” stands for elemental matrix input format while “a” stands for assembled matrix input format.
Figure 46. Strong scaling measurements for the backsubstitution phases for various 2-D and 3-D systems: $800^2$ ($N = 1283202$), $2000^2$ ($N = 8008002$), $32^3$ ($N = 107811$), and $64^3$ ($N = 823875$). “e” stands for elemental matrix input format while “a” stands for assembled matrix input format.
Figure 47. Strong scaling measurements for the used memory per thread for various 2-D and 3-D systems: $800^2 (N = 1283202)$, $2000^2 (N = 8008002)$, $32^3 (N = 107811)$, and $64^3 (N = 823875)$.

“e” stands for elemental matrix input format while “a” stands for assembled matrix input format.
Figure 48. Initial temperature gradient is linear between $T = 973\,\text{K}$ at the surface and $4273\,\text{K}$ at the bottom. A small 6-lobed perturbation is added in order to onset convection. Inner radius is 3481 km, outer radius is 6336 km, the grid is $480 \times 1115$, $\alpha = 4 \times 10^{-5}\,\text{K}^{-1}$, $\mu = 10^{22}\,\text{Pa}\,\text{s}$, $\lambda = 10^{28}\,\text{Pa}\,\text{s}$, $T_0 = 273\,\text{K}$, $\rho_0 = 3300\,\text{kg}\,\text{m}^{-3}$, $k = 5\,\text{W}\,\text{m}^{-1}\,\text{K}^{-1}$, $c_p = 1200\,\text{J}\,\text{kg}^{-1}\,\text{K}^{-1}$, $C = 0.2$, $g = 10\,\text{m}\,\text{s}^{-2}$.